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Abstract

In open-domain language exploitation applications, a widevariety of topics with swift
topic shifts has to be captured. Consequently, it is crucialto rapidly adapt all language
components of a spoken language system. This thesis addresses unsupervised topic adap-
tation in both monolingual and crosslingual settings. For automatic speech recognition we
rapidly adapt a language model on a source language. For statistical machine translation,
we adapt a language model of a target language, a translationlexicon and a phrase table
using a source text.

For monolingual adaptation, we propose latent Dirichlet-Tree allocation for Bayesian
latent semantic analysis. Our model enables rapid incremental language model adaptation
via caching the fractional topic counts of word hypotheses decoded from previous speech
utterances. Latent Dirichlet-Tree allocation models topic correlation in a tree-based hi-
erarchy and thus addresses the model initialization issue.To address the “bag-of-word”
assumption in latent semantic analysis, we extend our approach to N-gram latent Dirichlet-
Tree allocation. We investigate a fractional Kneser-Ney smoothing approach to handle
fractional counts for topic models. The algorithm producesa more compact model com-
pared to the Witten-Bell smoothing. Using multi-stage language model adaptation via
N-gram latent Dirichlet-Tree allocation, we achieve significant reduction in speech recog-
nition errors using our large-scale GALE systems on two different languages: Mandarin
and Arabic. For end-to-end translation on speech inputs, applying topic adaptation on
automatic speech recognition is beneficial to translation performance.

For crosslingual adaptation, we propose bilingual latent semantic analysis for statisti-
cal machine translation. A key feature of bilingual latent semantic analysis is a one-to-one
topic correspondence between models of a source and a targetlanguage. Since topical
information is language independent, our model enables transfer of a topic distribution
inferred from a source text to a target language for crosslingual adaptation. Our approach
has two advantages: first, it can be applied before translation, and thus has immediate im-
pact on translation. Secondly, it does not rely on an translation output for adaptation, and
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therefore does not suffer from translation errors. Together with N-gram latent Dirichlet-
Tree allocation on a target language, we achieve significantimprovement in translation
performance using our large-scale GALE systems for text translation.

A limitation of bilingual latent semantic analysis is the requirement of parallel corpora
that are relative expensive to collect. We propose a semi-supervised approach to incorpo-
rate non-parallel documents into model training. We achieve improvement in crosslingual
language model adaptation performance, especially when bilingual resources are deficient.
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Chapter 1

Introduction

1.1 Motivation

Statistical language modeling (LM) is a crucial research area that has wide applications,

including automatic speech recognition (ASR) and statistical machine translation (SMT).

In speech translation, an input speech utteranceX is first recognized into a textF of a

source language. The textF is then translated into a textE of another language. These

processes can be summarized by the following Bayes decisionrules:

F̂ = arg max
F

p(F |X) = arg max
F

p(X|F )
︸ ︷︷ ︸

acoustic model

· p(F )
︸︷︷︸

source language model

(1.1)

Ê = arg max
E

p(E|F ) = arg max
E

p(F |E)
︸ ︷︷ ︸

translation model

· p(E)
︸︷︷︸

target language model

(1.2)

where equation 1.1 and equation 1.2 are the decision rules for automatic speech recogni-

tion and statistical machine translation respectively. Clearly, statistical language models

p(F ) andp(E) play an important role in guiding decoding processes via pruning unlikely

word hypotheses.

An effective representation of a statistical language model p(w1w2...wI) is an N-gram
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language model that makes a Markov assumption due to data sparseness:

p(wI
1) =

I∏

i=1

p(wi|wi−1...w1) ≈

I∏

i=1

p(wi|wi−1...wi−N+1) (1.3)

Usually, a 4-gram language model and a 5-gram (sometimes up to 6-gram) language model

are common for automatic speech recognition and statistical machine translation respec-

tively depending on the amount of training text. While the N-gram language model cap-

tures a local context well, it cannot capture a long-distance context due to the Markov

assumption in equation 1.3. However, a long-distance topical context is useful for word

prediction. For instance, if an input utterance is about “sports”, the probability of an on-

topic term (e.g. “basketball”) is increased while the probability of an off-topic term (e.g.

“economy”) is de-emphasized. In broadcast news, topics canchange from one story to an-

other story. Therefore, a dynamic language model is preferable that adapts to the current

word context rapidly.

1.2 Proposed Research

In this thesis, we propose a unified unsupervised topic adaptation framework that can be

applied in monolingual and crosslingual fashions, such as automatic speech recognition

and statistical machine translation. Our framework features rapid topic adaptation in the

sense of using few unsupervised adaptation data. Not only the framework adapts a lan-

guage model in automatic speech recognition monolingually, but it also adapts a language

model and a translation model in statistical machine translation crosslingually using an

input text from another language. Both monolingual and crosslingual adaptation are per-

formed via a combination of unigram and N-gram latent semantic analysis.

Figure 1.1 shows our unified topic adaptation framework for speech translation that

consists of three main components from left to right: automatic speech recognition, bilin-

gual latent semantic analysis, and statistical machine translation. First a language model is

adapted monolingually in automatic speech recognition, producing a word hypothesis of

a source language. Bilingual latent semantic analysis bridges the gap between automatic
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Figure 1.1: A unified topic adaptation framework for speech translation.

speech recognition and statistical machine translation via predicting and transferring the

topic distribution of the word hypothesis from one languageinto another language so that

a target language model and a translation model are adapted readily before translation.

1.2.1 Monolingual Adaptation

First, a speech recognizer decodes an input audio into its initial word hypothesis, which is

used to adapt a language model. Then the adapted language model is applied to re-decode

the input audio to produce a final word hypothesis. There has been a significant amount

of work on unsupervised language model adaptation for automatic speech recognition.

Cache-based language model (Kuhn and Mori, 1990; Clarkson and Robinson, 1997) takes

advantage of a long-distance context to track the frequencyof recently occurred words in

an exponentially decaying N-gram cache. Word triggering approach uses words from a

past context to trigger the probability of future words via the maximum entropy language

modeling (Rosenfeld, 1994; Chen et al., 1998; Wu and Khudanpur, 2002). Information

retrieval technique (Mahajan et al., 1999) retrieves relevant documents from background

training corpora to build an in-domain N-gram language model.

Closely related research to this thesis include latent semantic analysis based language

model adaptation, such as singular value decomposition (Deerwester et al., 1990; Bel-
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legarda, 2000; Kim, 2004; Bellegarda, 2005), and probabilistic latent semantic analy-

sis (Gildea and Hofmann, 1999; Mrva and Woodland, 2004; Akita and Kawahara, 2004).

Our first language modeling work is based on latent Dirichletallocation (Blei et al.,

2003), which is a Bayesian approach for latent semantic analysis. First, we draw con-

nections between latent Dirichlet allocation and the cache-based language model as topic

caching (Tam and Schultz, 2005). Instead of caching the frequency of the recently oc-

curred words, we cache the frequency of the recently occurred topics. Related works on

latent Dirichlet allocation for language model adaptationhave been investigated by other

researchers based on hidden Markov model (Hsu and Glass, 2006), another topic inference

algorithm (Heidel et al., 2007), linear transformation (Chien and Chueh, 2008) and name

entity (Liu and Liu, 2008).

The in-domain unigram language model generated from latentsemantic analysis can

be integrated into a background language model via linear interpolation or marginal adap-

tation (Kneser et al., 1997). To make the marginal adaptation computationally less ex-

pensive, we investigate an incremental LSA-marginal adaptation for lattice rescoring that

avoids manipulating a large background N-gram language model.

In the machine learning community, modeling topic correlation (Blei and Lafferty,

2005; Li and McCallum, 2006) has shown better performance onword perplexity com-

pared to latent Dirichlet allocation that makes the topic independence assumption. We

propose latent Dirichlet-Tree allocation (Tam and Schultz, 2007b), a tree-based latent se-

mantic model to capture topic correlation. Our model generalizes latent Dirichlet allo-

cation using a tree-based probabilistic prior with comparable complexity of the training

algorithm driven by a variational Expectation-Maximization procedure.

Latent semantic analysis makes the “bag-of-word” assumption that ignores the word

ordering in a document. To relax this assumption, we proposeN-gram latent Dirichlet-Tree

allocation to model the word ordering and the topical information simultaneously (Tam

and Schultz, 2008). For rapid model training, we bootstrap N-gram latent semantic anal-

ysis using a well-trained latent semantic analysis that arebased on unigrams. For better

smoothing, we investigate a fractional Kneser-Ney smoothing algorithm that handles frac-

tional counts and generalizes the original formulation based on integral counts (Kneser
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and Ney, 1995). The sentence-level topic mixtures (Iyer andOstendorf, 1999) is another

approach that is based on a mixture of topic-dependent N-gram language models but with

a different modeling assumption from N-gram latent semantic analysis.

1.2.2 Crosslingual Adaptation

The idea of crosslingual adaptation is to exploit information in one language to adapt

models in another language. For instance, crosslingual information retrieval first uses

a decoded word hypothesis as an input query to retrieve relevant documents on another

language (Eck et al., 2004; Zhao et al., 2004). The foreign retrieved documents are trans-

formed back to the original language to train an in-domain unigram language model. The

transformation approaches includes statistical machine translation, crosslingual word trig-

gers, and crosslingual latent semantic analysis using singular value decomposition (Kim,

2004). The in-domain unigram language model is applied to improve the performance of

automatic speech recognition and statistical machine translation via language model adap-

tation for a resource-deficient language. In a co-operativemultilingual speech translation

where a human translator is involved, (Paulik et al., 2005b)employs statistical machine

translation to translate an initial word hypothesis of a speech decoder into a target lan-

guage to improve the recognition performance of the target language via language model

adaptation.

The second component in Figure 1.1 is the proposed bilinguallatent semantic anal-

ysis to facilitate crosslingual adaptation for statistical machine translation. Since topical

information are language independent, the topic distribution of a parallel document pair

is assumed identical. Therefore, bilingual latent semantic analysis is trained so that a

one-to-one topic correspondence between a source and a target language is enforced using

parallel document corpora. During adaptation, the topic distribution of an input docu-

ment is inferred using latent semantic analysis of a source language. Then the inferred

topic distribution is transferred to a target language so that an in-domain unigram/N-gram

language model is generated via linearly interpolating topic-dependent unigram/N-gram

language models of the target language. The proposed approach has two advantages: first,
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it can be applied before translation, and thus has immediateimpact on the translation out-

put. Secondly, it does not rely on an initial translation output for adaptation, and therefore

does not suffer from translation errors. In other words, statistical machine translation is

not required for crosslingual adaptation.

It is motivated from an observation that a source word can be translated into different

target words depending on a topical context. One popular example is the word “bank” that

can be related to either a “financial bank” or a “river bank”. Bilingual Topic Admixture

Model for word alignment has been proposed to address this issue via explicit modeling

of topic-dependent translation lexicons (Zhao and Xing, 2006). We address the same issue

via an adaptation approach so that probabilities in a background translation word lexicon

are adapted towards an input document without explicit modeling of the topic-dependent

translation lexicons. The scores of phrase pairs in a phrasetable are rescored using the

adapted translation lexicons so that the scores are sensitive to the topical context of the

input document.

After the target language model, translation lexicon and phrase table are adapted to-

wards an input document, the sentences of the input documentare translated.

One limitation of bilingual latent semantic analysis is therequirement of parallel docu-

ments for model training. Collecting parallel documents are relatively expensive compared

to monolingual non-parallel documents. In addition, monolingual non-parallel documents

have better topic and vocabulary coverage than parallel documents, especially in a resource

deficient scenario where parallel resources are scarce. Therefore, it is attractive to incor-

porate non-parallel documents into bilingual latent semantic analysis. Previous research

includes an extension of bilingual singular value decomposition where a monolingual doc-

ument is treated as a pseudo-parallel document by filling zeros into the missing entries of a

bilingual document vector (Kim, 2004). We employ a semi-supervised approach to incor-

porate monolingual non-parallel documents via a notion of parallel clusters formed from

the non-parallel documents. The parallel clusters are served as constraints for optimization

in bilingual latent semantic analysis.
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1.3 Thesis Organization

In Chapter 2, we cover the background materials relevant to the development of the thesis

starting with variational Bayes, a useful variational inference technique for graphical mod-

els including latent Dirichlet allocation. We review different approaches for latent seman-

tic analysis from the traditional vector-space approach tothe modern Bayesian approach

that enables an integration of prior knowledge into the model. We introduce higher-order

models for latent semantic analysis and topic modeling, techniques for language model

smoothing, and unsupervised language model adaptation.

In Chapter 3, we describe our baseline Mandarin and Arabic transcription systems and

our Chinese-English statistical machine translation systems of different implementation

scales.

In Chapter 4, we present our topic adaptation framework for automatic speech recog-

nition via N-gram latent semantic analysis. Our approachesinclude topic caching for

decoding, incremental marginal adaptation for lattice rescoring, latent Dirichlet-Tree allo-

cation for tree-based latent semantic analysis, and N-gramlatent Dirichlet-Tree allocation

to relax the “bag-of-word” assumption. We evaluate our approaches on large-scale GALE

evaluations on two languages: Mandarin and Arabic.

In Chapter 5, we extend our topic adaptation framework to crosslingual adaptation for

statistical machine translation via bilingual latent semantic analysis. We adapt a target

language model, translation lexicon and a phrase table using an input source document.

In addition, we apply N-gram latent semantic analysis on a target language. We evaluate

our approaches on text translation and end-to-end speech translation using state-of-the-art

statistical machine translation systems. To tackle the limitation of bilingual latent semantic

analysis, we employ a semi-supervised approach to integrate monolingual non-parallel

documents for model training. We evaluate this approach in asimulated scenario where

parallel resources are deficient.

In Chapter 6, we summarize our contributions and propose possible future extensions.

In Appendix A, we describe an alternative approach for training latent Dirichlet allo-
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cation and bigram topic model using the Gibbs sampling.

In Appendix B, we include a complete mathematical derivation for latent Dirichlet-

Tree allocation.
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Chapter 2

Background

This chapter covers the basics and related works of the thesis including variational Bayes,

approaches for latent semantic analysis, language model smoothing and language model

adaptation.

2.1 Variational Bayes

Variational Bayes (Jordan et al., 1999; Bishop et al., 2003)is a powerful technique for

approximate inference in a directed graphical model. This approach has been applied to

different applications such as latent Dirichlet allocation, which is a graphical model for

Bayesian latent semantic analysis. The solution of a variational posterior distribution has

a generic form for any directed graphical model that makes variational Bayes attractive

and useful.

Given a joint probability distributionp(X, Z; Λ) over latent variablesZ = {zj} and

observed variablesX = {xi} parametrized byΛ, the Expectation-Maximization algo-

rithm can be employed to maximize the lower-bound of the log likelihoodL(X; Λ) on the
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observation using the Jensen’s inequality as follows:

L(X; Λ) = log
∑

Z

p(Z|X; Λ(t−1)) ·
p(X, Z; Λ)

p(Z|X; Λ(t−1))
(2.1)

≥
∑

Z

p(Z|X; Λ(t−1)) log
p(X, Z; Λ)

p(Z|X; Λ(t−1))
(2.2)

= Ep[log
p(X, Z; Λ)

p(Z|X; Λ(t−1))
] = Q(X, Λ; Λ(t−1)) (2.3)

where the expectation is taken using the exact posterior distribution computed fromΛ(t−1)

from the (t-1) iteration. Computing the exact posterior distributionover the latent vari-

ables can be non-trivial and sometimes intractable. Using the Bayes rule, the posterior

distribution over the latent variablesZ can be computed as follows:

p(Z|X; Λ(t−1)) =
p(X, Z; Λ(t−1))

∑

Z′ p(X, Z ′; Λ(t−1))
(2.4)

where the intractable part is the normalization term involving all possible assignments of

the latent variables Z.

In variational Bayes, instead of computing the exact posterior distribution overZ di-

rectly, a variational posterior distributionq(Z|X; Γ) is introduced to approximate the true

posterior distribution. A convenient factorizable distribution is employed so that the latent

variables are independent given an observationX:

q(Z|X; Γ) =
∏

j

q(zj|X; Γj) =
∏

j

q(zj) (2.5)

The independence assumption is a trade off between simplicity and accuracy of the poste-

rior inference over the latent variables. After replacingp(Z|X; λ(t−1)) with q(Z|X; Γ) in

equation 2.3, the auxiliary function using variational Bayes has the following form:

Qvb(X; Λ, Γ) = Eq[log
p(X, Z; Λ)

q(Z|X; Γ)
] (2.6)

= Eq[log p(X, Z; Λ)]−
∑

j

Eq[log q(zj)] (2.7)
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where the variational parametersΓ are determined via iterative E-steps over each latent

variable. By computing the partial derivative of the auxiliary function with respect to each

q(zj), the generic E-steps can be derived:

∂Qvb(X; Λ, Γ)

∂q(zj)
= Eq[log p(X, Z; Λ)]Z\zj

− log q(zj) + constant= 0 (2.8)

=⇒ q(zj) ∝ e
Eq[log p(X,Z;Λ)]Z\zj (2.9)

where the expectation is taken over all other latent variables{zi} excluding the current

variablezj . Instead of considering the full joint distribution for expectation in equation 2.9,

only a subset of conditional distributions involvingzj and its Markov blankets (i.e. parent

nodes, child nodes and their co-parents) are needed while the otherq(zi) are kept fixed. For

a hidden Markov model withst andxt being the hidden state and the observation at time

t respectively, the variational E-steps forq(st) can be derived easily using equation 2.9:

q(st) ∝ eEq[log p(st|st−1)]\st
+Eq[log p(xt|st)]\st

+Eq[log p(st+1|st)]\st ∀t (2.10)

∝ e
∑

i q(st−1=i) log p(st|st−1=i)+log p(xt|st)+
∑

i q(st+1=i) log p(st+1=i|st) ∀t (2.11)

where the Markov blankets ofst arest−1 andst+1.

The variational E-steps actually minimize the Kullback-Leibler divergenceKL(q||p|X)

between the variational posteriors and the true posteriorssince the difference between the

log likelihood and the auxiliary log likelihood is:

log p(X)− Eq[log
p(X, Z)

q(Z|X)
] =

∑

Z

q(Z|X) log p(X)− Eq[log
p(X, Z)

q(Z|X)
] (2.12)

=
∑

Z

q(Z|X) log

(

q(Z|X) ·
p(X)

p(X, Z)

)

(2.13)

=
∑

Z

q(Z|X) log
q(Z|X)

p(Z|X)
(2.14)

= KL(q||p|X) (2.15)

This implies that maximizing the auxiliary function using variational Bayes leads to min-

imizing the KL divergence. After the E-steps, the M-step is usually straightforward via

a weighted maximum likelihood estimate of the model parameters using the variational

posteriors to re-weight the observations.
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2.2 Latent Semantic Analysis

Latent semantic analysis (LSA) is an unsupervised technique to find a set of patterns to

describe a data set. Different approaches based on a vector space model or a probabilistic

model have been developed and applied to various areas including image and text model-

ing.

2.2.1 Latent Semantic Indexing

Latent semantic indexing (LSI) (Deerwester et al., 1990) isa useful technique for docu-

ment indexing for semantic information retrieval. As a vector space model, latent semantic

indexing searches for a set of basis vectors for document representation. Each basis vec-

tor represents a “semantic” dimension. To determine the basis vectors, a term-document

matrix WV M is formed by packing each training document as a column vector in WV M ,

whereM is the number of training documents. Each component in a document vector

corresponds to a term frequency or other variants such as thepopular TF.IDF, which is the

multiplication of a term frequency with an inverse documentfrequency. Singular value de-

composition is applied to decomposeWV M into three matrices:WV M = UV K ·SKK ·V
T
MK.

The matrixU containsK basis vectors spanning the latent semantic space.S is a diagonal

matrix containing the corresponding eigenvalue of each basis vector. Each column ofV T

represents the “coordinate” of a training document in the K-dimensional latent semantic

space.

Latent semantic indexing does not provide a natural way to compute the probability of

a document. Moreover, there is a question about the validityof latent semantic indexing

since singular value decomposition minimizes the least-square error of training documents

assuming that the document vectors are normally distributed. However, each document

vector has non-negative word counts violating the Gaussianassumption.

Latent semantic indexing can be applied for language model adaptation (Bellegarda,

2000). To obtain the probability of a wordw given a “bag-of-word” historyh, a unigram
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Figure 2.1: Graphical representation of probabilistic latent semantic analysis.

language model can be generated from latent semantic indexing as follows:

plsi(w|h) =
sim(w, h)γ

∑

w′ sim(w′, h)γ
(2.16)

whereγ is a tuning factor≫ 1 andsim(w, h) defines the cosine similarity betweenw and

h in the latent semantic space.

2.2.2 Probabilistic Latent Semantic Analysis

Probabilistic latent semantic analysis (pLSA) (Gildea andHofmann, 1999) is a significant

step towards probabilistic models from the vector space model in latent semantic indexing.

The graphical model structure is shown in Figure 2.1 with theunshaded circles denoting

the latent variables: a document indexd and topic labelsz. Each training documentd

is associated with a document-level topic distributionp(k|d). The document generation

procedure is defined as follows:

1. Sample a document indexd to retrieve a document-level topic distributionp(k|d).

2. For each wordwi in a documentwNd

1 ,

• Sample a latent topic indexzi from p(k|d).

• Samplewi from p(w|zi) (denoted asβwizi
).
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The generative procedure defines the joint distributionp(d, wNd

1 , zNd

1 ) over the document

indexd, topic assignmentzNd

1 and the documentwNd

1 . With M training documents, the

marginal likelihood can be obtained by marginalizing outd andzNd

1 :

pplsi({w
Nd

1 }) =

M∑

d=1

p(d)

Nd∏

i=1

K∑

k=1

p(wi|zi = k) · p(zi = k|d) (2.17)

The model parameters include the document-specific topic distribution p(k|d) and the

topic-dependent unigram language modelp(w|k) denoted asβwk. Since the number of

model parameters forp(k|d) grows proportional to the number of document, overfitting

is reported and therefore an annealed E-step is required to prevent overfitting (Gildea and

Hofmann, 1999). The E-steps and the M-step are given as follows:

E-step:

p(t+1)(zi = k|d) ∝ p(t)(wi|zi = k) · p(t)(k|d) (2.18)

where the word-level topic posteriorsp(zi = k|d) are re-estimated.

M-step:

p(t+1)(k|d) ∝

N∑

i=1

p(t+1)(zi = k|d) (2.19)

p(t+1)(w|k) ∝
M∑

d=1

Nd∑

i=1

p(t+1)(zi = k|d) · δ(w, wi|d) (2.20)

where the document-level topic posteriorp(k|d) and the topic-dependent unigram lan-

guage modelsp(w|k) are re-estimated.Nd denotes the number of word tokens in the

documentd.

The document generation procedure for a test document is notwell defined since the

document-level topic posterior of a test document is unknown since it is not indexed by

the latent variabled. But in practice, a folding-in procedure can be performed toin-

clude the test document. In other words, the document-leveltopic posteriorp(k|d) of

the test document can be re-estimated via the Expectation-Maximization algorithm. For

14
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Figure 2.2: Graphical representation of latent Dirichlet allocation.

language model adaptation (Gildea and Hofmann, 1999; Mrva and Woodland, 2004; Akita

and Kawahara, 2004), a unigram language model can be computed via linear interpolation:

pplsa(w|h) =

K∑

k=1

p(w|k) · p(k|h) (2.21)

whereh denotes a “bag-of-word” history that is treated as a “document”. p(k|h) is the

result of the EM iterations until convergence is reached with p(w|k) kept fixed. This ap-

proach avoids the expensive normalization step required inequation 2.16 in latent semantic

indexing.

2.2.3 Latent Dirichlet Allocation

To remedy the deficiency of document generation in probabilistic latent semantic analysis,

latent Dirichlet allocation (Blei et al., 2003) has been proposed. Instead of sampling a

document index to retrieve the corresponding topic distribution p(k|d) in Figure 2.1, a

Dirichlet prior over a topic distributionθ is employed so that the topic distribution of a test

15



document can be sampled from a prior Dirichlet distribution:

Dirichlet(θ; {αk}) =
1

A(α)

K∏

k=1

θαk−1
k = e

∑K
k=1(αk−1) log θk−log A(α) (2.22)

whereA(α) =

∏K
k′=1 Γ(αk′)

Γ(
∑K

k′=1 αk′)
(2.23)

andΓ(z) =

∫ ∞

0

tz−1e−tdt (2.24)

In equation 2.22, the Dirichlet distribution is rewritten in an exponential family since com-

puting the expectation of the sufficient statistics{E[log θk]} is required in the variational

E-steps later. Figure 2.2 illustrates the graphical representation of latent Dirichlet allo-

cation with the topic distributionθ drawn from a Dirichlet prior parametrized by{αk},

which denotes the “pseudo-count” of topick informally. Therefore, the model parameters

Λ are{αk} and{p(w|k)} denoted as{βwk}. The document generation of latent Dirichlet

allocation is described as follows:

1. Sampleθ from Dirichlet(θ; α) (different from pLSA)

2. For each wordwi in a documentwN
1 ,

• Sample a latent topic indexzi from θ.

• Samplewi from p(w|zi) (denoted asβwzi
).

Variational EM (Blei et al., 2003) can be employed for model estimation. Appendix A

provides an alternative approach based on collapsed Gibbs sampling for model estima-

tion (Griffiths and Steyvers, 2004; Porteous et al., 2008). On the other hand, the E-step

formulae can be seen directly using the generic form of variational EM introduced in Sec-

tion 2.1. From the graphical representation, the Markov blanket of the latent variablesθ

andzi are{z1...zN} and{θ, wi} respectively. Using the generic form of variational EM in

equation 2.9, the variational E-steps involving the latentvariablesθ andzi are shown as

follows:
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E-steps:

q(θ) ∝ e
∑N

i=1 Eq[log θzi
]+Eq[log p(θ)]\θ (2.25)

∝ e
∑N

i=1

∑K
k=1 q(zi=k) log θk+log p(θ) (2.26)

∝ p(θ)
K∏

k=1

N∏

i=1

θ
q(zi=k)
k (2.27)

∝

K∏

k=1

θαk−1
k

K∏

k=1

N∏

i=1

θ
q(zi=k)
k (2.28)

∝

K∏

k=1

θ
αk+

∑N
i=1 q(zi=k)−1

k (2.29)

= Dirichlet(θ; {γk}) , (2.30)

whereγk = αk +

N∑

i=1

q(zi = k) , (2.31)

q(zi = k) ∝ eEq[log θk]+log p(wi|zi) , (2.32)

whereEq[log θk] = Ψ(γk)−Ψ(

K∑

k′=1

γk′) , (2.33)

andΨ(γk) =
∂ log Γ(γk)

∂γk
(2.34)

Since the Dirichlet prior can be expressed as an exponentialfamily, the expected sufficient

statistics E[log θk] can be computed as the first derivative of the log partition function

log A(α) with respect toαk giving the result in equation 2.33. Equation 2.31 and equa-

tion 2.32 are executed iteratively until convergence is reached by measuring the relative

change of norm of{γk} between successive iterations. Equation 2.31 can be understood

intuitively by the fact that Dirichlet prior and multinomial distribution are a conjugate pair.

Thus, the variational posterior distributionq(θ; {γk}) is also a Dirichlet distribution where

the posterior countsγk of topic k is re-estimated by accumulating the word-level topic

posteriorsq(zi = k) of a document plus the prior pseudo-countαk.

M-step:

p(w|k) ∝
M∑

d=1

Nd∑

i=1

q(zi = k|d) · δ(wi, w|d) (2.35)
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Parameters of a Dirichlet prior{αk} can be re-estimated using gradient ascent in thelog

space of{αk} to ensure that the final values are larger than zero. We first perform param-

eter transformation usinglog(.): α̃k = log αk. Then we rewrite the auxiliary function as

Q(α̃k) and perform the gradient ascent as follows:

α̃
(t+1)
k = α̃

(t)
k + ρ(t) ·

∂Q(α̃)

∂α̃k
(2.36)

= α̃
(t)
k + ρ(t) ·

∂Q(α)

∂αk

·
∂αk

∂α̃k

(2.37)

= α̃
(t)
k + ρ(t) ·

∂Q(α)

∂αk
· α

(t)
k (2.38)

whereρ(t) denotes the learning rate at iterationt. After the gradient ascent procedure

finishes, we exponentiatẽαk to obtain the finalαk. Latent Dirichlet allocation makes an

independence assumption over the topics due to the Dirichlet prior. In Chapter 4, we will

describe latent Dirichlet-Tree allocation so that topic correlation is captured.

2.2.4 Correlated Topic Model

Correlated topic model (Blei and Lafferty, 2005) is an extension of the latent Dirichlet

allocation to model topic correlation. Their approach replaces a Dirichlet prior with a

logistic-normal prior. The document generation procedureis shown as follows:

1. Sampleη from a multivariate Normal distributionN(µ, Σ) of dimension K.

2. For each wordwi in a documentwn
1 ,

• Sample a latent topic indexzi from a Multinomial(f(η)).

• Samplewi from p(w|zi).

where f(η) is a logistic normal distribution normalized between 0 and1:

f(ηk) =
eηk

∑K
k′=1 eηk′

(2.39)
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Figure 2.3: Pachinko allocation employs a directed acyclicgraph of Dirichlet nodes as a

topic prior.

The logistic normal distribution assumes thatη is normally distributed and then mapped

to a topic distribution. Topic correlations are thus modeled through the covariance ma-

trix of the Normal distribution. Correlated topic model enables modeling pair-wise topic

correlation. However, the non-conjugate logistic normal prior poses complication on vari-

ational EM due to the computation of the expected log probability of a topic assignment

Eq[log f(ηk)] that does not have a closed-form solution. Taylor expansionis employed to

approximate this term for variational inference.

2.2.5 Pachinko Allocation

Pachinko allocation (Li and McCallum, 2006) is another extension of latent Dirichlet al-

location for modeling topic correlation. Their approach replaces a Dirichlet prior with a

direct-acyclic Dirichlet graph where each node in the graphis modeled as a Dirichlet dis-

tribution over the outgoing links which connects to other nodes in a top-down and fully

connected fashion as shown in Figure 2.3. There are K nodes atthe bottom layer of the

model to denote the topics. Therefore, probability of a topic p(z|θ) is computed as product

of branching probabilities from a root node to a leaf node analogous to a popular Japanese

Pachinko game where a ball follows a random path from the top to the bottom. Pachinko

allocation can be interpreted as generalization of latent Dirichlet-Tree allocation that we
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Figure 2.4: Graphical representation of bigram LSA. Adjacent words in a document are

linked together to form a Markov chain from left to right.

have proposed independently on different applications. However, Pachinko allocation is

more expensive in nature since the structure of the Dirichlet graph is undefined. Moreover,

the model requires the Gibbs sampling procedure for model estimation while we present a

variational Bayes approach for efficient model estimation.

2.2.6 Bigram Latent Semantic Analysis

Latent semantic analysis makes a “bag-of-word” assumptionthat word ordering is ignored.

For document classification, word ordering may not be important. But from the language

modeling perspective, word ordering is crucial since a trigram language model usually

outperforms a unigram language model for word prediction. To relax the “bag-of-word”

assumption, bigram LSA has been proposed (Wallach, 2006). The model modifies the

graphical structure of latent Dirichlet allocation by connecting adjacent words together to

form a Markov chain. Figure 2.4 shows the graphical representation of bigram LSA where

the top node represents a prior distribution over topic distributions and the middle layer

represents topic labels associated with each word. The document generation procedure of

bigram LSA is similar to that of latent Dirichlet allocationexcept that a previous word is

taken into consideration for generating a current word:

1. Sampleθ from a Dirichlet priorp(θ).
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Figure 2.5: Graphical representation of the sentence-level bigram topic mixture model.

2. For each wordwi at thei-th position of a document:

(a) Sample a topic label:zi ∼Multinomial(θ).

(b) Samplewi givenwi−1 and the topic labelzi: wi ∼ p(·|wi−1, zi).

In (Wallach, 2006), the Gibbs sampling procedure is appliedfor model training, which can

be very slow since it requires drawing a significant number ofsamples for convergence.

Usually500 Gibbs iterations are common in practice for latent Dirichlet allocation (Por-

teous et al., 2008). Therefore, this approach is difficult toscale up to large training data.

Moreover, simple Laplace smoothing is employed which can give poor model smoothing.

We address these issues using model bootstrapping and language model smoothing in this

thesis, and show the effectiveness for topic adaptation in automatic speech recognition in

Chapter 4 and statistical machine translation in Chapter 5.

2.2.7 Sentence-Level Topic Mixtures

Sentence-level topic mixture (Iyer and Ostendorf, 1999) issimilar in spirit to bigram LSA

that the latent topics can be modeled via a mixture of N-gram language models. However,

their model structures are different. They assume that all words in a sentence are assigned

with the same topic label, which differs from bigram LSA thateach word is assigned

with an independent topic label. Moreover, each sentence isassumed to be independent

within a document while bigram LSA captures the sentence dependency via a probabilistic

prior. Figure 2.5 illustrates the graphical model representation of the sentence-level topic

mixture. Specifically, the probability of a word sequencewN
1 using a bigram topic mixture
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is given as follows:

p(wN
1 ) =

N∏

i=1

K∑

k=1

λk · p(wi|wi−1, k) (2.40)

A “hard” document/sentence clustering is employed to trainthe cluster-specific N-gram

language models for model initialization. For instance, each document/sentence can be

represented as a vector with each component represented as TF.IDF (term frequency mul-

tiplied by inverse document frequency). Then the K-means algorithm can be performed to

form the clusters. This follows an Expectation-Maximization procedure to re-estimate the

model parameters as follows:

E-steps:

p(t)(z = k|wNs

1 ) ∝ p(t)(wNs

1 |k) · λ
(t)
k (2.41)

M-step:

p
(t+1)
ML (v|u, k) ∝ C

(t)
k (u, v) (2.42)

λ
(t+1)
k ∝

∑

s

p(t)(z = k|wNs

1 ) (2.43)

whereC
(t)
k (u, v) =

∑

s

C
(t)
k (u, v|s) (2.44)

andC
(t)
k (u, v|s) = C(t)(u, v|s) · p(t)(z = k|wNs

1 ) (2.45)

wheres denotes the sentence index;lambdak denotes the topic mixture weights;C(u, v|s)

denotes the bigram count of sentences andCk(u, v|s) denotes the fractional bigram count

assigned to topick in sentences. To avoid a zero probability for an unseen bigram, the

bigram model is linearly interpolated with a unigram model in a context dependent fashion

as follows:

p(v|u, k) = (1− φuk) · pML(v|u, k) + φuk · pML(v|k) (2.46)

whereφuk =
Nk(u, ·)

Nk(u, ·) + Ck(u, ·)
(2.47)

andNk(u, ·) =
∑

v:(u,v)

Ck(u, v)

C(u, v)
=
∑

v:(u,v)

p(k|u, v) (2.48)
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whereφuk is estimated using an analogous version of Witten-Bell smoothing for fractional

counts.Nk(u, ·) denotes the fractional number of “unique” words following word u for

topic k which falls back to the integral definition when the mixture model has only one

topic. In Chapter 4, we will describe fractional Kneser-Neysmoothing which supports

fractional counts for bigram LSA.

2.3 Bilingual Latent Semantic Analysis

The interest of extending latent semantic analysis from monolingual to crosslingual man-

ner comes from the advantage of exploiting information fromone language and applying

them to another language. This notion applies naturally to statistical machine translation.

2.3.1 Bilingual Latent Semantic Indexing

Bilingual latent semantic indexing (Kim and Khudanpur, 2004) has been proposed to cap-

ture a joint latent semantic space of a source and target language via singular value de-

composition. In their approach, each of a parallel documentpair are concatenated into a

super-document vector for singular value decomposition. Their approach creates a LSA-

based translation word lexicon described as follows:

plsi(f |e) =
sim(f, e)γ

∑

f ′ sim(f ′, e)γ
(2.49)

whereγ >> 1 as suggested in (Coccaro and Jurafsky, 1998). Incorporation of mono-

lingual documents for bilingual latent semantic indexing is done by filling in zeros for

the unknown components of a pseudo-bilingual document vector before singular value

decomposition. However, this approach may undermine the basis vectors because of the

unjustified zero co-occurrence counts between source and target words that may mislead

the result of singular value decomposition.
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2.3.2 Bilingual Topic Admixture Model

Bilingual Topic Admixture Model (Zhao and Xing, 2006) (BiTAM) has been proposed

to incorporate latent topics into word alignment via topic-dependent translation lexicons.

HM-BiTAM (Zhao and Xing, 2007) incorporates a hidden Markovmodel into BiTAM for

word alignment. Among the three proposed variants in BiTAM,BiTAM-3 has yielded the

best word alignment accuracy. The generative procedure of asentence pair is described as

follows:

1. Sample topic mixture weightsθ from a Dirichlet prior.

2. For each wordfj in a source sentencefJ
1 ,

• Sample a latent topic indexzj from Multinomial(θ).

• Sample an alignment variableaj ∈ [0, I] to index a wordeaj
in a target sen-

tenceeI
0 wheree0 denotes a NULL word.

• Samplefj from a topic-dependent translation lexiconp(fj|eaj
, zj).

BiTAM can be trained using variational EM. Better results are obtained using the IBM-4

translation lexicon as an initial model. The graphical model representation of BiTAM is

illustrated in Figure 2.6. Using the generic form of variational EM in equation 2.9, one can

identify the Markov blanket of the latent variablesθ, zj, andaj to be{z1...zJ}, {θ, fj, eaj
}

and{zj , fj, eaj
} respectively. Therefore, the variational E-steps and M-step for a sentence

pair can be shown as below:
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E-steps:

γk = αk +

J∑

j=1

q(zj = k) (2.50)

q(zj = k) ∝ e
Eq[log θ;γk]+Eq[log p(fj |eaj

,zj)]\zj (2.51)

q(aj = i) ∝ e
log p(aj)+Eq[log p(fj |eaj

,zj)]\aj (2.52)

whereEq[log p(fj |eaj
, zj)]\zj

=

I∑

i=0

q(aj = i) · log p(fj|ei, zj = k) (2.53)

andEq[log p(fj|eaj
, zj)]\aj

=
K∑

k=1

q(zj = k) · log p(fj|ei, zj = k) (2.54)

andEq[log θk] = Ψ(γk)−Ψ(

K∑

k′=1

γk′) (2.55)

M-step:

p(f |e, k) ∝
J∑

j=1

I∑

i=0

δ(fj, f) · δ(ei, e) · q(zj = k) · q(aj = i) (2.56)

whereq(θ; {γk}), q(aj) andq(zj) are the variational posterior distributions for the topic

mixture weights, word alignment index and topic index for each sentence pair{eI
1,f

J
1 }.

Although improvement in BLEU has been reported, the model training is computationally

expensive. In Chapter 5, we will present a marginal adaptation approach so that latent

topics can be incorporated into a background translation word lexicon without the explicit

modeling of topic-dependent lexicons.

2.4 Language Model Smoothing

Language model smoothing is essential to avoid assigning zero probabilities to unseen

events. The state-of-the-art smoothing is based on the Kneser-Ney approach (Kneser and

Ney, 1995). Witten-Bell smoothing (Witten and Bell, 1991) is a competitive approach and

generalizes to fractional counts (Iyer and Ostendorf, 1999).
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Figure 2.6: Graphical representation of bilingual topic admixture model.S andM denote

the number of parallel sentences and the number of documentsin parallel corpora respec-

tively. I andJ denote the number of words in a target sentence and a source sentence

respectively.a is the word alignment variable forf .

2.4.1 Kneser-Ney Smoothing

The state-of-the-art smoothing for a backoff N-gram language model is based on Kneser-

Ney smoothing (Kneser and Ney, 1995). The belief of its success comes from the preser-

vation of a marginal distribution. The interpolated form ofa bigram language model using

the absolute discounting can be expressed as follows:

pKN(v|u) =
max{C(u, v)−D, 0}

C(u)
+ λ(u) · pKN(v) (2.57)

whereD is a discounting factor between0 and1. The lower-order distributionpKN(v)

is treated as unknown parameters, which can be estimated using the preservation of a

marginal distribution:

p̂(v) =
∑

u

pKN(v|u) · p̂(u) (2.58)

wherep̂(v) is the marginal distribution estimated from background training data such that

p̂(v) = C(v)
∑

v′ C(v′)
. After substitution and manipulation of equations, we arrive at the fol-
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lowing solution for the lower-order distribution:

pKN(v) =
N(·, v)

∑

v N(·, v)
(2.59)

whereN(·, v) denotes the number of unique words precedingv.

2.4.2 Witten-Bell Smoothing

Witten-Bell smoothing (Witten and Bell, 1991) is motivatedfrom the Good-Turing esti-

mate which states that for any event that occursr times, we should pretend that it occurs

r∗ times according to the following relationship:

r∗ · nr = (r + 1) · nr+1 (2.60)

wherenr represents the number of events that occurr times. With this notion, the total

mass of unseen bigrams(u, v) is equal ton1 corresponding to the number of bigrams which

occur once. Therefore, the total predicted mass of seen and unseen bigrams is estimated as

N1(u, ·)+C(u, ·) whereN1(u, ·) denotes the number of word types followingu and occur

once, andC(u, ·) denotes the unigram count of wordu. For a backoff language model, the

probability mass reserved for the unigram distribution is expected to be N1(u,·)
N1(u,·)+C(u,·)

. Since

there may be a chance thatN1(u, ·) is equal to zero,N1+(u, ·), which denotes the number

of word types following wordu, is used instead to avoid zero probabilities. In summary, a

bigram language model with Witten-Bell smoothing can be expressed as follows:

pWB(v|u) =
C(u, ·)

N1+(u, ·) + C(u, ·)
pML(v|u) +

N1+(u, ·)

N1+(u, ·) + C(u, ·)
pWB(v) (2.61)

where

pML(v|u) =
C(u, v)

C(u, ·)
(2.62)

For comparison, Witten-Bell smoothing employs a maximum likelihood estimate for

the bigram distribution while Kneser-Ney smoothing employs adiscountedmaximum like-

lihood estimate. Moreover, Kneser-Ney smoothing is grounded on the marginal preserva-

tion principle while Witten-Bell smoothing is motivated bythe Good-Turing scheme. In
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Chapter 4, we will generalize the Kneser-Ney smoothing withfractional counts for N-gram

latent semantic analysis.

2.5 Unsupervised Language Model Adaptation

Language model adaptation is essential because of the mismatch between the training

and the test domains. Besides LSA-based approaches, there are different approaches

such as cache-based language model (Kuhn and Mori, 1990; Clarkson and Robinson,

1997), marginal adaptation (Kneser et al., 1997) and word triggering via maximum en-

tropy model (Rosenfeld, 1994), to name just a few.

2.5.1 Word Caching

Word caching (Kuhn and Mori, 1990; Clarkson and Robinson, 1997) is an interesting ap-

proach for language model adaptation. The hypothesis is that the recently used words have

a higher chance to occur again in the future. A cache-based language model can be imple-

mented by tracking the frequency of recently occurred wordsin an exponentially decaying

N-gram cache, serving as a self-triggering model. This approach is effective for super-

vised adaptation such as a dictation task where a user can help correct speech recognition

errors. However, this approach can be harmful for unsupervised adaptation since it boosts

the probability of mis-recognized words by increasing their word frequencies.

In Chapter 4, we show that language model adaptation via latent semantic analysis

can be interpreted as a cache-based language model. Insteadof caching the frequency of

words, the LSA approach caches the frequency of the recent topics and thus is more robust

against speech recognition errors for unsupervised adaptation.
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2.5.2 Word Triggering

Word triggering has been proposed to capture a long-distance relationship between words (Rosen-

feld, 1994; Chen et al., 1998; Wu and Khudanpur, 2002) complementary to an N-gram

language model. In this approach, all possible word pairs within a context window are

considered and filtered to produce a list of potential word triggers. Then the average mu-

tual information for each word trigger is computed and thosewith high average mutual

information are selected as final word triggers. Finally, the selected word triggers serve as

constraints for maximum entropy language modeling or they are linearly interpolated with

a background language model.

Word triggering can be extended to crosslingual settings (Kim and Khudanpur, 2004)

where the word pairs between a source and a target language are extracted from document-

aligned parallel corpora. Similarly, average mutual informationI(f, e) are employed to

select the crosslingual word triggers. The word-trigger probability of a source wordf

given a target worde is computed as follows:

p(f |e) =
I(f, e)

∑

f ′ I(f ′, e)
(2.63)

whereI(f, e) is set to zero whenever(f, e) is not a trigger pair. Around 1% relative

reduction in character error rate was reported for crosslingual language model adaptation

on a Mandarin ASR system for broadcast news with the baselineperformance of 28.8%

in character error rates (Kim, 2004). For unsupervised language model adaptation, word

triggering may be sensitive to speech recognition errors similar to word caching because

incorrectly recognized words may also trigger other irrelevant words.

2.5.3 Marginal Adaptation

While linear interpolation is a convenient technique for language model adaptation, in-

terpolating an N-gram language model with a unigram language model may destroy the

“syntactic” structure of the N-gram language model especially for function words that

are usually position sensitive, e.g. “I am”, “You are” etc. Motivated by information the-

ory, marginal adaptation (Kneser et al., 1997) finds an adapted language modelpa(w|h)
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such that the Kullback-Leibler divergence betweenpa(w|h) and the background language

modelpbg(w|h) is minimized subject to marginal constraints. The objective function to

minimize is as in equation 2.64,

Minimize
∑

h pa(h) ·KL (pa(.|h)||pbg(.|h))

such that ∀w :
∑

h pa(h) · pa(w|h) = p̃(w)

∀h :
∑

w pa(w|h) = 1

(2.64)

wherep̃(w) is some unigram distribution relevant to the test domain. One can write the

Lagrangian of the objective function, take the derivative with respect topa(w|h) and set it

to zero (equation 2.65–2.66).

D(pa(.|.)) =
∑

h pa(h) ·
∑

w pa(w|h) · log pa(w|h)
pbg(w|h)

−
∑

w λw (
∑

h pa(h) · pa(w|h)− p̃(w))

−
∑

h µh (
∑

w pa(w|h)− 1)

(2.65)

∂D(.)

∂pa(w|h)
= pa(h) · (1 + log pa(w|h)

pbg(w|h)
)− λw · pa(h)− µh = 0

⇒ pa(w|h) ∝ pbg(w|h) · eλw

∝ pbg(w|h) · e
∑

j λj ·fj(h,w)

(2.66)

where

fj(h, w) =

{

1 if w = j

0 otherwise
(2.67)

fj(h, w) is a unigram feature function independent ofh. Since the solution of the adapted

language model is in an exponential form, the optimization problem is similar to the max-

imum entropy settings (Rosenfeld, 1994). Therefore,λj can be solved using the general-

ized iterative scaling (GIS) (Darroch and Ratcliff, 1972).In the literature, only one GIS

iteration can be applied sincepa(h) is unknown for computing feature expectation using

a given model. However, it can be approximated with a background modelpbg(h) at the
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first iteration as in equation 2.68–2.70,

∀j : λ
(1)
j = λ

(0)
j + log

Ẽ[fj(h, w)]

E[fj(h, w)]
(2.68)

= λ
(0)
j + log

∑

h,w p̃(w, h) · fj(h, w)
∑

h,w p
(0)
a (w|h)p

(0)
a (h) · fj(h, w)

(2.69)

= log
p̃(w)

pbg(w)
(2.70)

wherep
(0)
a (w|h) = pbg(w|h), p

(0)
a (h) = pbg(h) andλ

(0)
j = 0.

In summary, the form of the adapted model is a rescaled version of the background lan-

guage model:

pa(w|h) =
α(w) · pbg(w|h)

Z(h)
(2.71)

whereZ(h) is a normalization factor to guarantee that probabilities sum to unity.α(w) is

a scaling factor that is commonly approximated as follows:

α(w) ≈

(
p̃(w)

pbg(w)

)ǫ

(2.72)

whereǫ is a tuning factor between 0 and 1 to compensate for the approximation due to

the limitation of one GIS iteration. In general, marginal adaptation is very expensive due

to the computation of the normalization factorZ(h). However, an efficient normalization

is available for a backoff N-gram language model (Kneser et al., 1997). The idea is to

further impose a constraint that the total probability of the observed transition(h, w) in

background training corpora is conserved after language model adaptation:
∑

w:(h,w)∈T

pa(w|h) =
∑

w:(h,w)∈T

pbg(w|h) = Mass(h) (2.73)

where the summation is takenonly on the observed history and the current word(h, w)

in training corporaT . Given that the background language model has a standard backoff

structure plus the above constraint, the adapted language model has the following recursive

backoff formula:

pa(w|h) =

{
α(w)·pbg(w|h)

z0(h)
if (h,w) ∈ T

bo(h) · pa(w|ĥ) otherwise
(2.74)
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where

1

z0(h)
=

Mass(h)
∑

w:(h,w)∈T α(w) · pbg(w|h)
(2.75)

and

bo(h) =
1−Mass(h)

1−
∑

w:(h,w)∈T pa(w|ĥ)
(2.76)

bo(h) denotes the backoff weight of the word historyh to ensure thatpa(w|h) sums to

unity. The backoff weights need to be updated accordingly after all theN-gram probability

entries are adapted.̂h denotes the reduced word history ofh. The intuition behind the

factor z0(h) is to perform “normalization” similar to equation 2.71, butthe summation

involves only a subset of words observed inT with the same word historyh.

Whenw is a stopword such as auxiliary verbs, articles, conjunctions, sentence bound-

ary markers and punctuations, we do not adapt theirN-gram probabilities because pre-

dicting stopwords mostly relies on syntactic context but not topical context. We can easily

model this effect by inserting a new branch in equation 2.74 to indicate thatpa(w|h) =

pbg(w|h) whenw is a stopword. Hence, the computation ofMass(h) andz0(h) needs to

be modified with stopwords being excluded from summation in equation 2.73 and equa-

tion 2.75, respectively.

In Chapter 4 we will show that using the LSA marginals forp̃(w) are effective for

unsupervised marginal adaptation. We will describe a computationally inexpensive version

of marginal adaptation for incremental lattice rescoring.

2.6 Summary

We have covered background materials relevant to the thesisincluding variational Bayes,

approaches for latent semantic analysis for high-order models, language model smoothing,

and language model adaptation techniques. In the followingchapters, we will present

our unified unsupervised topic adaptation framework for monolingual and crosslingual

adaptation. In Chapter 4, we will describe monolingual language model adaptation for
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automatic speech recognition based on N-gram latent semantic analysis. In Chapter 5, we

will extend our framework to crosslingual adaptation for statistical machine translation

based on bilingual N-gram latent semantic analysis.
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Chapter 3

Baseline Transcription and Translation

Systems

We describe the baseline transcription and translation systems used for our topic adap-

tation experiments in this thesis. The systems are built mainly for large-scale evaluation

including Mandarin transcription, Arabic transcription and Chinese-to-English statistical

machine translation.

3.1 Background

Our research effort centers on the GALE (Global Autonomous Language Exploitation)

program1. The goal is to recognize, translate and extract useful information on broadcast

news and broadcast conversation audio in multiple languages. Our research effort in this

thesis focuses on transcription and translation parts of the GALE program. In the following

sections, we describe our baseline transcription systems for Mandarin Chinese and Arabic

as the source languages, and the Chinese-to-English translation systems, which translate

an input Chinese text into English.

1http://www.darpa.mil/ipto/programs/gale/gale.asp, last consulted: 23 June 2009
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Figure 3.1: Block diagram of automatic speech recognition.

3.2 Mandarin Transcription

Our first Mandarin transcription system was implemented forthe RT04 evaluation (Yu

et al., 2004). Our recent GALE Mandarin transcription systems (Hsiao et al., 2008)

have been implemented based on the RT04 system with significant performance improve-

ment due to the increased amount of training data from the GALE program, improved

speech segmentation and clustering (Section 3.2.2), discriminative training on acoustic

models (Section 3.2.3), cross adaptation (Section 3.2.6) and system combination. All

systems were based on hidden Markov models (HMM) (Rabiner, 1989) implemented us-

ing JRTK (Finke et al., 1997). Speech recognition was implemented using the IBIS de-

coder (Soltau et al., 2001).

The architecture of our transcription system is illustrated in Figure 3.1. An input audio

is first segmented into speech utterances followed by automatic speaker clustering. Then

a speech recognizer decodes an input speech utteranceX into a word hypothesisW using

an acoustic modelp(X|W ) and a language modelp(W ) using the Bayes decision rule:

Ŵ = arg max
W

p(W |X) = arg max
W

p(X|W )
︸ ︷︷ ︸

acoustic model

· p(W )
︸ ︷︷ ︸

language model

(3.1)
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Table 3.1: Demi-syllables for Initial-Final modeling for Mandarin Chinese.
Initial b c ch d f g h j k l m n p q r s sh t w x y z zh

Final a ai an ang ao e ei en eng er i ia ian iang iao ie in ing iong iuo ong ou

u ua uai uan uang ue ui un uo ü üe ng

3.2.1 Chinese-Specific Issues

Chinese text is not segmented at the word level. In other words, a sentence is simply a

sequence of characters, with no spaces in between. It is not trivial to segment Chinese text

into words. To make matters worse, since the distinction between words and phrases is

weak, a sentence can have several acceptable segmentation with the same meaning. For

language modeling purposes, it is important to have a good word list and to segment the

training data properly. While the number of words can be unlimited, there are only about

6.7K characters in simplified Chinese. A Chinese character is pronounced as a syllable,

hence Chinese is a mono-syllabic language. A syllable can have five different tones: flat,

rising, dipping, falling, and neutral. There are about 1300unique tonal syllables, or 408

unique syllables disregarding tones. Studies have shown that the realization of tones is

context sensitive, an effect known as tone sandhi. For example, when a word comprises

two third-tone characters, the first character will be realized in a second tone.

The out-of-vocabulary issue can be alleviated by adding a closed set of Chinese char-

acters into the search vocabulary of a speech decoder so thatif a new word is spoken,

there is still a chance that the speech decoder may recognizethe individual characters of

the word.

Pinyin is the official romanization system for Mandarin Chinese. While most European

languages are transcribed at the phone level, Pinyin is essentially a demi-syllable level

representation, also known as initial-final: an initial is typically a consonant; a final can

be either a monophthong, a diphthong or a triphthong. There are 23 initials and 35 finals

in Mandarin as shown in Table 3.1. Since the Pinyin representation is standard, it is easy

to find pronunciation lexicons in this format. Alternatively to using pinyin, one can use a

phonetic representation for pronunciations. The LDC 1997 Mandarin CallHome lexicon
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(LDC96L15) contains phonetic transcriptions for about 44Kwords, using a phone set of 38

phones. While phonemes are well studied and understood, they are not the most natural

representation for Chinese. It also remains unclear whether there is a widely accepted

phonetic transcription standard for Chinese.

In Mandarin Chinese, some words can have the same pinyin and tone transcription

but with different meanings. For example, “Shu4-Mu4” can mean “tree” or “number”

depending on a context. Therefore, it is very useful to use topical information from the

context for word disambiguation.

3.2.2 Audio Segmentation and Speaker Clustering

Audio segmentation in our system (Yu et al., 2004) is implemented via an HMM seg-

menter with four classes: Speech, Noise, Silence, and Music. The speech features are

13-dimension MFCC plus their first and second derivatives. Each class is represented by a

Gaussian mixture model with 64 Gaussians. The system is trained on 3 hours of manually

annotated HUB4 shows.

The resulting speech segments (the Noise, Silence, and Music segments are ignored)

are then grouped into several clusters, each of which ideally correspond to an individ-

ual speaker. A hierarchical, agglomerative clustering technique with Bayesian Informa-

tion Criterion (BIC) is applied (Jin and Schultz, 2004). A tied Gaussian mixture model

(TGMM) is built on the whole set of speech segments, serving as a background model.

A Gaussian mixture model for each cluster is trained via adaptation of the background

TGMM. Each segment is considered as a cluster at an initial step. We define the distance

between two clusters by the Generalized Likelihood Ratio (GLR):

D(C1, C2) = − log
p(X|θ)

p(X1|θ1) p(X2|θ2)
(3.2)

whereX1, X2, andX are feature vectors in clustersC1,C2, and the merged cluster of

C1 and C2, respectively. θ1, θ2, andθ are statistical models built onX1, X2, andX,

respectively.

We can see from equation 3.2 that the smaller the distance, the closer the two clusters
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Table 3.2: Acoustic model training data for Mandarin transcription.

Mandarin systems Hour Source

RT04/GALE-P1-dryrun 96hr HUB4m (LDC98S73), TDT4 subset (LDC2005S11)

GALE-P1 558hr + GALE-Y1 data (LDC2007E99)

GALE-P2/GALE-P3 1300hr + GALE-Y2 data (LDC2008E38)

are to each other. At each step, the two closest clusters are merged and the model of a

new cluster is re-estimated. Clustering terminates when the BIC stopping threshold is ex-

ceeded. Setting the threshold is an art that highly depends on the nature of an input audio.

In the GALE-P2 and GALE-P3 evaluations, a snippet show, which is a piece of story on a

consistent topic, is relatively shorter (1-2 minutes) compared to the GALE-P1 evaluation.

In addition, an input audio file can contain multiple snippetshows. We therefore perform

clustering across snippets on the same show, which means that all speech segments from

different snippets of the same show are pooled together for clustering and a unique speaker

label is shared across different snippets. We apply two different BIC thresholds depending

on the number of snippets per show to reduce the chance of underestimating the number of

speakers in a multiple-snippet show. Underestimating the number of speakers will affect

the performance of acoustic model adaptation since speech segments from an irrelevant

speaker may be used undesirably for adaptation.

3.2.3 Acoustic Modeling

Table 3.2 shows the audio data for acoustic model training for the RT04 and GALE tran-

scription systems. We benefit from an increased amount of thein-domain training data

from the GALE program2 so that we can afford more codebook and Gaussian parameters.

For feature extraction, we use 13 Mel-Frequency Cepstral Coefficients (MFCC) per

frame. Cepstral mean and variance normalization is performed on a speaker/cluster basis.

2http://projects.ldc.upenn.edu/gale/data/DataMatrix.html, last consulted 30 Mar 2009
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Dynamic features are extracted by concatenating 15 adjacent frames (current frame±7

adjacent frames), then using linear discriminant analysis(Duda et al., 2001) to produce

an output feature vector with 42 dimensions. Vocal tract length normalization (VTLN) is

performed on a speaker/cluster basis (Zhan and Westphal, 1997). As described before, the

acoustic modeling units can be either Initial-Finals (I-F)or phones. In both cases, context-

dependent models are built and then clustered using a decision tree with a set of phonet-

ically motivated questions. Each Initial and Final demi-syllables employ a 3-state and

5-state hidden Markov model while each phone has 3 states, all with a strict left-to-right

topology. We find that both systems give comparable performance, with the initial-final

system slightly better than the phone-based system. We takeadvantage of cross-adapting

among the syllable-based and the phone-based systems to improve the recognition accu-

racy.

Model Training

Since the manual transcripts of the GALE training audio are manually segmented with

speaker labels, speech segmentation and clustering are notinvolved in the GALE train-

ing audio. The model training can be performed by bootstrapping a context-independent

model using a legacy model. Then the context-independent model is used to estimate a

context-dependent model, which is further refined to a speaker-independent and a speaker-

adaptive model for multi-pass decoding.

Given our legacy RT04 system, we perform initial forced alignment on the GALE

training utterances to obtain the state alignment. Then we use maximum likelihood estima-

tion to train the acoustic models. For context-independentmodels, we apply the following

steps:

1. Perform linear discriminant analysis (Duda et al., 2001)to project a window of

MFCC feature vectors into a 42-dimension feature vector.

2. Extract feature samples for each HMM state according to the state alignment of the

training utterances.
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3. Perform the K-means clustering to obtain an initial Gaussian mixture model with a

fixed number of Gaussians.

4. Run eight iterations of label training (i.e. with a fixed state alignment) to refine the

acoustic model. Viterbi or Baum-Welch training can also be applied at the expense

of increased computation.

5. Refine the state alignment using the updated model and repeat the above steps as

needed.

We initialize an unclustered context-dependent model withthe context independent model

via sharing the Gaussian parameters but with unique Gaussian mixture weights per unclus-

tered model. Then we train a speaker independent (SI) model for the first-pass decoding:

1. Perform one iteration of Viterbi training to obtain the mixture weights of each un-

clustered context-dependent model.

2. Perform top-down state clustering based on the Gaussian mixture weights of the

unclustered model using the decision tree approach that maximizes the information

gain after each node is split (Rogina, 1997). A phoneticallymotivated question

set is applied, producing tied quinphone states (or senone)with a fixed number of

codebooks.

3. Perform linear discriminant analysis to project a windowof MFCC feature vectors

into a 42-dimension feature vector.

4. Extract feature samples for each HMM state according to the state alignment of the

context-independent system.

5. Perform the merge and split training to grow the Gaussian mixtures incrementally

depending on the minimum occupancy count of a Gaussian and the maximum num-

ber of Gaussians allowed (which is set to 100 per codebook forthe GALE Mandarin

systems).

6. Perform global semi-tied covariance (STC) training (Gales, 1999).
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Below are the procedures for speaker-adaptive training:

1. Determine the warping factors for vocal tract length normalization (Zhan and West-

phal, 1997) for each training speaker.

2. Perform linear discriminant analysis using the warped MFCC features as inputs.

3. Extract feature samples for each HMM state.

4. Perform the merge and split training for each HMM state followed by semi-tied

covariance training.

5. Perform speaker-adaptive training (SAT) using a single feature space transform per

speaker (Gales, 1997), known as the feature space adaptation (FSA) or the feature-

space maximum likelihood linear regression (fMLLR).

With the syllable-to-phone mapping, we can bootstrap an initial phone model easily.

The phone-based systems follow the same training procedures using a phone-based word

lexicon. In addition, we attempt to maximize the differencebetween the phone-based and

the syllable-based system via the genre-dependent modeling. We incorporate a binary

question to ask whether a phonetic context is from broadcastnews (BN) or broadcast

conversation (BC). Then the state clustering procedure will determine if this question is

applied for node splitting.

Discriminative Training

Since the hidden Markov model is not a correct model for speech, discriminative train-

ing is an essential technique to correct the modeling assumption and thus giving signif-

icant improvement in recognition accuracy. Maximum mutualinformation estimation

(MMIE) (Valtchev et al., 1997) and boosted MMIE (BMMIE) (Povey et al., 2008) are

common techniques for discriminative training and have been applied in our GALE-P3

Mandarin transcription system (Hsiao et al., 2008). Recentadvancement in discriminative
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training includes better smoothing via controlling the degree of improvement of condi-

tional likelihood on the model space (Hsiao et al., 2009) andthe feature space (Hsiao and

Schultz, 2009).

Starting with the syllable-based speaker-adaptive model using maximum likelihood

estimation, we decode the GALE training utterances to generate the word lattices to rep-

resent a compact set of competing hypotheses for each utterance.

MMIE aims at maximizing the posterior probability of a reference compared to the

competing hypotheses in a word lattice. The objective function of MMIE is:

FMMI(λ) =
R∑

r=1

log
pλ(Xr|Msr

) · p(sr)
∑

s∈lat pλ(Xr|Ms) · p(s)
(3.3)

whereλ represents the acoustic model parameters to be optimized;Xr is ther-th training
utterance;sr is the reference andMs represents the corresponding HMM state sequence of

sentences. MaximizingFMMI(λ) improves the posterior probability of the reference in

a lattice. This function can be optimized using the extendedBaum-Welch algorithm. The

update equations of Gaussian means and covariances, without the smoothing parts, are:

µ̂r =
xnum

r − xden
r + Drµr

γnum
r − γden

r + Dr

(3.4)

Σ̂r =
Snum

r − Sden
r + Dr(Σr + µrµ

′
r)

γnum
r − γden

r + Dr

− µ̂rµ̂
′
r (3.5)

wherexr andSr are the weighted sum of featuresxt andxtx
′
t for the r-th Gaussian, re-

spectively;γr represents the occupancy count;Dr is a constant to control the learning rate

and to ensureΣr is positive definite. The superscriptsnum andden specify the statistics

belonging to the numerator or denominator ofFMMI(λ). For MMIE, the numerator statis-

tics are the same as that of maximum likelihood estimation, while denominator statistics

are collected from the word lattices.

Intuitively, some paths may contain more error than other paths in a word lattice.

Boosted MMIE boosts the importance of competitors that makelarge error. The objec-

tive function is shown as follows:

FBMMI(λ) =
R∑

r=1

log
pλ(Xr|Msr

) · p(sr)
∑

s pλ(Xr|Ms) · p(s) · e−bA(s,sr)
(3.6)
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Table 3.3: Acoustic model configurations of the GALE Mandarin transcription systems. *

denotes that (boosted) MMIE and genre-dependent modeling were applied to the GALE-

P2 and P3 systems only.
Model 1st-pass 2nd-pass 3rd-pass

Unit I-F phone I-F

Model SI SAT-FSA SAT-FSA

Training ML ML (B)MMIE*

# Codebook 10K 10K 10K

# Gaussian 805K 825K 784K

Genre-dependent no yes* no

Algorithms - STC&VTLN STC&VTLN

whereA(s, sr) is the raw phone accuracy of sentences (Povey, 2003);b is the boosting

factor larger than zero. Hence, the likelihood of the competitors with higher error are

boosted. The update equation of BMMIE is the same as MMIE, butthe denominator

statistics are altered when we compute the forward-backward scores on the lattices. In

other words, the likelihood score of each word arc in a lattice is subtracted byb · A(s, sr).

In our system, the boosting factor is set to0.5. We apply I-smoothing withτ = 100 for

both MMIE and BMMIE training. The maximum likelihood model is used as a backoff in

I-smoothing. Finally, the discriminatively trained modelis used for the third-pass decoding

in our GALE system.

Table 3.3 summarizes the acoustic model configurations for the GALE Mandarin tran-

scription systems.

3.2.4 Language Modeling, Text Data, Normalization

We use several corpora for our language model development for the RT04 and the GALE

systems: Mandarin Chinese News Text, TDT{2,3,4}, Mandarin Gigaword corpora v1-2,

the HUB4 1997 acoustic training transcript, the CALLHOME Mandarin transcript, the

GALE acoustic training and web transcripts, and the web datashared among the com-
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Table 3.4: Language model training data for Mandarin transcription.

Mandarin systems Word token Source

RT04-small 13M Xinhua News 2002 (LDC2003T09)

RT04-full/GALE-P1-dryrun 300M Mandarin Chinese News Text

(LDC95T13), TDT2 (LDC2001T57),

TDT3 (LDC2001T58), TDT4

(LDC2005T16), Mandarin Gigaword cor-

pora v1 (LDC2003T09), the HUB4 1997

acoustic training transcript (LDC98S73),

the CALLHOME Mandarin transcript

(LDC96T16)

GALE-P1 800M + GALE-Y1 transcripts (LDC2007E100)

+ Mandarin Gigaword corpora v2

(LDC2005T14)

GALE-P2 1.0B + GALE-Y2 transcripts (LDC2008E39)

and web data

GALE-P3 1.5B + GALE-Y3 transcripts (LDC2008E39)

and shared web data

peting teams of the GALE program. We divide the training datainto subsets based on

their sources, including the acoustic training transcripts for broadcast news and broad-

cast conversation as separate sources. These give us 14 sources including BBC, CCTV,

NTDTV, RFA, Central News Agency, China Radio, People’s Daily, Sina News, Xinhua

News, Zaobao News, Phoenix TV, broadcast news, broadcast conversation and others. Ta-

ble 3.4 summarizes the text data for language modeling in different Mandarin systems.

The RT04-small and RT04-full systems are employed for small-scale topic-adaptation ex-

periments while the GALE systems are used for large-scale evaluation. Any text that falls

into the excluded time frame (specified in the evaluation specification) are removed from

the training corpora.
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Before training a statistical language model, we first process the Chinese text data to

normalize for ASCII numbers, ASCII strings and punctuations. We devise heuristic rules

in combination with a Maximum Entropy classifier to normalize numbers. The classifier

classifies whether an input number is a digit string (e.g. telephone number) or a number

quantity based on the surrounding word context. We map English words to a special to-

ken +english+, human noises (such as breath and cough) to +humannoise+. Non-human

(environmental) noises are removed from the training transcript. Since punctuations pro-

vide word boundary information useful for word segmentation, they are removed only

after word segmentation. Word segmentation is based on a maximal substring matching

approach that locates the longest possible word segment at each character position. Since

proper names are often incorrectly segmented, we later on add the LDC Named-Entity

(NE) list (LDC2005T34) into a wordlist provided from the official LDC segmenter3. The

NE list contains different semantic categories, such as organization, company, person and

location names. Having them in the wordlist greatly improves segmentation quality, which

translates to more accurate predictions in an N-gram language model. After word segmen-

tation, we choose the vocabulary to be the top-K most frequent words. The commonly used

Chinese characters (6.7k) are then added into the vocabulary, giving the63k vocabulary

for the RT04 system. For cross-site collaboration between IBM, JHU and CMU-InterACT

for the GALE evaluation, we merge our word lists plus some frequently occurring English

words, giving a fixed108k vocabulary for the GALE systems.

Unless specified, a background 4-gram language model is trained with the modified

Kneser-Ney smoothing using the SRI language model toolkit (Stolcke, 2002) in this thesis.

Each of the source-dependent language models are linearly interpolated with the interpo-

lation weights estimated using a heldout set.

3.2.5 Pronunciation Lexicon

Our pronunciation lexicon is based on the LDC CallHome Mandarin lexicon, which con-

tains about44k words. Pronunciations for words not covered by the LDC lexicon are

3http://projects.ldc.upenn.edu/Chinese/segmenter/Mandarin.fre, last consulted 27 March 2009
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generated using a maximal matching method. The idea is similar to our word segmenta-

tion algorithm. We first compile a list of all possible character segments for each covered

vocabulary word. For each uncovered word, the algorithm repeatedly searches for the

longest matching character segment from the beginning to the end of the word, producing

a sequence of character segments. Pronunciations of these segments are then concatenated

to produce the pronunciation for a new word. There are 23 initials and 35 finals, and 38

phonemes defined by the CallHome lexicon. Eight additional phonemes are used to model

human noises, environmental noises and silence. We use the demi-syllable-to-phoneme

mappings provided by the CallHome lexicon to convert a demi-syllable lexicon into a

phone-based lexicon.

3.2.6 Decoding Strategy

We employ a three-pass decoding strategy for the GALE evaluation. Given the manual

segmentation of the test audio, automatic speaker clustering is performed. Then we use

the speaker-independent model to decode the test utterances to obtain the initial word hy-

potheses for acoustic model adaptation using vocal tract length normalization (Zhan and

Westphal, 1997), feature-space adaptation (Gales, 1997) and model-space maximum like-

lihood linear regression (Leggetter and Woodland, 1995) with a maximum of 256 classes

in a binary regression tree. The word confidence is also applied to weight the importance

of each frame during adaptation. Then we use the adapted phone-based system for the

second-pass decoding. Similarly, the word hypotheses fromthe second-pass decoding are

used to adapt the speaker-adaptive syllable-based system for the third-pass decoding.

Cross-Adaptation with IBM

For the GALE evaluation, we perform cross-adaptation between our system and the IBM

system via exchanging the word hypotheses from the final self-adapted systems. In other

words, each system first goes through a multi-pass decoding procedure on test utterances.

Then the word hypotheses from the IBM system are treated as transcription references for

acoustic model adaptation on our system. Similarly, the IBMsystem is adapted using the
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Table 3.5: Size of the acoustic model (AM) and language model(LM) training corpora

and the size of vocabulary for the Arabic transcription system in terms of number of hours

and word tokens.
Arabic AM LM Vocab.

GALE-P3 1500hr 962M 737k (OOV≈1.0%)

word hypotheses from our system. To facilitate the cross-adaptation procedure, we use a

common search vocabulary and a speaker clustering databasefor decoding.

3.3 Arabic Transcription

Besides Mandarin, we also evaluate our language model adaptation approach on Ara-

bic transcription. Our Arabic transcription system adoptsa similar training procedure as

our Mandarin transcription system described in Section 3.2.3. More details can be found

in (Noamany et al., 2007). The training corpora for acousticand language model training

for the GALE-P3 evaluation are shown in Table 3.5.

3.3.1 Arabic-Specific Issues

Two Arabic-specific issues are worth mentioning. First, thewritten Modern Standard Ara-

bic (MSA) lacks short vowels in between two consonants. Vowelization is required to

restore the vowels for accurate acoustic modeling training. Given all possible configura-

tion of vowelization of a transcribed utterance, forced alignment can be applied to select

the most likely configuration. However, it is challenging tovowelize the text data with

high accuracy for language modeling. Therefore, it is generally preferred to allow the

speech decoder to choose the best vowelized model during decoding. Therefore, our Ara-

bic language model is trained on unvowelized text.

Secondly, Arabic has rich morphology. A new word can be formed by attaching pre-

fixes and suffices to a word stem. As a result, the vocabulary size in Arabic (over 700k)
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is much larger than that in Mandarin (108k). This makes the data sparseness issue more

critical for language modeling. Large vocabulary is required to maintain an acceptable

out-of-vocabulary rate within 1% on a development set. In our preliminary experiment,

we reduce the vocabulary size via stemming to alleviate the data sparseness issue. How-

ever, this is not effective to improve the lattice rescoringperformance since most of the

word transitions in a lattice become identical after stemming and thus losing the discrimi-

native power. Therefore, we do not apply word stemming in ourexperiments.

3.3.2 Decoding Strategy

Similar to our Mandarin transcription system, the Arabic transcription system employs a

three-pass decoding strategy. The first-pass decoding employs an unvowelized speaker-

independent model in which a vowel between consonants is notrestored. The second-pass

decoding employs an unvowelized speaker-adaptive model that uses the word hypotheses

from the first-pass decoding for acoustic model adaptation using vocal tract length normal-

ization, feature-space adaptation and model-space maximum likelihood linear regression.

In the third-pass decoding, we employ a vowelized model in which the vowel is restored in

the pronunciation lexicon. Interleaving the use of unvowelized and vowelized models may

maximize the system difference in terms of different error patterns so that the adaptation

performance may be enhanced.

3.3.3 Performance Metrics

Performance metrics are the word perplexity and the character (word) error rate defined as

follows:

Perplexity = e−
1
N

∑N
i=1 log p(wi|wi−3wi−2wi−1) (3.7)

Word error rate =
I + D + S

N
(3.8)

whereN denotes the number of word tokens in a reference. A word history is usually rep-

resented as a trigram historywi−3wi−2wi−1. I, D, andS denote the insertion, deletion and
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Table 3.6: Statistics of the Mandarin RT04 test set.

RT04 Duration Genre

CCTV 0.33hr BN

NTDTV 0.33hr BN

RFA 0.33hr BN plus phone interview

Table 3.7: Statistics of the development and test sets for the GALE evaluations from phase

2 (P2) to phase 3 (P3). “Eval07u” and “Eval07r” stand for unsequestered and re-test

portions of Eval07 respectively.

Mandarin Chinese Arabic

P2 P3 P3

Genre Eval06 Dev07 Dev08 Eval07u Eval07r Dev07 Dev08 Eval07u

BN 0.59hr 1.07hr 0.49hr 0.63hr - 1.71hr - 2.05hr

BC 0.45hr 1.38hr 0.48hr 0.52hr - 0.87hr - 2.03hr

ALL 1.04hr 2.53hr 0.98hr 1.15hr 1.64hr 2.58hr 3.04hr 4.08hr

substitution error after aligning the recognized word sequence with the reference using dy-

namic programming. For fair comparisons between differentapproaches, an optimal word

error rate is reported after tuning an optimal word insertion penalty (lp) and a language

model weight (lz) that are usually combined in the followingmanner:

Score(X,W) = log p(X|W ) + lz · log p(W )− lp (3.9)

whereX andW denote a speech utterance and a word sequence respectively.

3.3.4 Evaluation Sets

We have the RT04 eval set and the GALE development/test sets to benchmark the recog-

nition performance as shown in Table 3.6 and Table 3.7 respectively. The Mandarin RT04

eval set are mainly broadcast news while the GALE development/test sets are a mixture of
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Table 3.8: Sources of the GALE Mandarin development/test sets.

Set Source

Eval06 CCTV4, NTDTV, PHOENIX

Dev07 CCTV1, CCTV4, CCTVNEWS, NTDTV, PHOENIX

Dev08 BEIJING, CCTV1, CCTV2, CCTV4, CCTV7, CCTVNEWS,

NTDTV, PHOENIX, VOA

Eval07u ANHUI, CCTV1, CCTV2, CCTV4, CCTV7, CCTVNEWS, NT-

DTV, PHOENIX

Eval07r CCTV1, CCTV4, CCTV7, CCTVNEWS, NTDTV, PHOENIX

Table 3.9: Sources of the GALE Arabic development/test sets.

Set Source

Dev07 ABUDHABI ALAM ALJZ ARABIYA DUBAISCO IRAQIYAH

KUWAITTV LBC SCOLA SYRIANTV

Dev08 ALAM ALHIWAR ALHURRA ALJZ ALMANAR ALURDUNYA

ARABIYA DUBAISCO IRAQIYAH KUWAITTV LBC OMANTV

SAUDITV SCOLA SYRIANTV

Eval07u ABUDHABI ALAM ALJZ ARABIYA DUBAISCO IRAQIYAH

KUWAITTV LBC OMANTV SCOLA SYRIANTV
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broadcast news and broadcast conversation. Since broadcast conversation is more sponta-

neous in speaking style, speech recognition becomes more challenging on broadcast con-

versation than broadcast news. Table 3.8 shows the sources of the GALE development and

test sets. Originally, Eval07 is designed for the GALE-P2 evaluation. Because of system

retesting, known as the GALE-P2.5 evaluation, Eval07 is divided into the unsequestered

portion (Eval07u) and the retest portion (Eval07r). Eval07u is treated as an internal devel-

opment/test set while the retest portion is part of the official test set for the GALE-P2.5

evaluation.

Aligning word hypotheses with the reference transcriptionusing hubscr07.pl4 pro-

duces a SGML (Standard Generalized Markup Language) file fora baseline system and an

alternative system. Then the Matched Pairs Sentence-Segment Word Error (MAPSSWE)

approach (Gillick and Cox, 1989) is performed for significance testing using the NIST

scoring tool (sclite) (Pallett et al., 1990) with the following command:

cat baseline.sgml alternative.sgml| sc stats -p -t mapsswe -v -u -n result.txt

3.4 Statistical Machine Translation

Our baseline statistical machine translation system is trained using parallel training sen-

tences. We first introduce different components of statistical machine translation and de-

scribe our baseline systems.

3.4.1 Basic Components

Statistical machine translation (SMT) usually consists ofthree components: a translation

modelp(F |E), a language modelp(E) and a distortion modeld(F, E) whereF is an input

sentence of a source language andE is an output sentence of a target language. From the

Bayes point of view, the decision rule for statistical machine translation is identical to that

4http://www.itl.nist.gov/iad/mig/tests/rt/2003-spring/tools/hubscr07.pl, last consulted 9 April 2009
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for automatic speech recognition:

Ê = arg max
E

p(E|F ) = arg max
E

p(F |E)
︸ ︷︷ ︸

translation model

· p(E)
︸︷︷︸

target language model

(3.10)

The translation model is analogous to an acoustic model, while a language model is re-

quired on both tasks. However, statistical machine translation requires a distortion model

to help re-order output words/phrases on the target language. In this thesis, topic adapta-

tion applies to the translation model and the language modelof the target language.

3.4.2 Word Alignment

Parallel sentences are required to obtain a word translation lexiconp(f |e) in statistical

machine translation. Therefore, we need to know how a sourceword fj at positionj of a

source sentenceF = fJ
1 aligns to a target wordei at positioni of a target sentenceE = eI

0.

Prevalent word alignment models include the IBM Model 1–5 (Brown et al., 1994), the

HMM model (Vogel et al., 1996) and Model 6 (Och and Ney, 2003).A latent alignment

variableaj of a source wordfj is a position index of a target wordeaj
in a target sentence

E. Below is a generative procedure for a parallel sentence pair using the IBM Model 1:

For each positionj of a source sentencefJ
1 ,

• Sample an alignment variableaj ∈ [0, I] uniformly to pick a wordeaj
in a

target sentenceeI
0 wheree0 denotes a NULL word, meaning thatfj does not

align to any target word.

• Samplefj from a word translation lexiconp(f |eaj
).

The generative procedure defines the joint likelihood of thesource sentencefJ
1 and the

word alignment sequenceaJ
1 given the target sentenceeI

0:

p(fJ
1 , aJ

1 |e
I
0) ∝

J∏

j=1

p(aj |I) · p(fj |eaj
) (3.11)

∝

(
1

I + 1

)J J∏

j=1

p(fj |eaj
) (3.12)
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The IBM Model 1 samples each alignment variableaj independently and uniformly. IBM

Model 2 replaces the uniform distribution with a distribution p(aj |I). The HMM model

introduces the first-order dependence of the alignment variables viap(aj |aj−1, I). IBM

Model 3-5 further improves the word alignment via the notionof fertility and the inverted

alignment setBi. With fertility, a target wordei can generate multiple source words, with

Bi containing a set of positions of the source words. Model 3 makes a zero-order distortion

model overBi usingp(Bi|ei) while Model 4-5 employ a first-order modelp(Bi|Bi−1, ei)

which depends on the previous inverted alignment setBi−1. The generative procedure of

the IBM Model 4 forp(F |E) is described as follows:

• For each positioni of a target sentenceeI
1, sample a fertility factorφi for ei of how

many source wordsf are generated (which can be zero).

• Sample a fertility factorφ0 for the NULL word e0 from a binomial distribution

Binomial(φ|
∑I

i=1 φi).

• For each positioni of eI
0, sample the source words givenei up to the fertility count

using the word translation lexicon, that isfik ∼ p(f |ei) ∀k = 1...φi.

• For each positioni of eI
1, sample the inverted word alignment setBi. To start with,

the position of the first source wordfi1 is determined by sampling the jump dis-

tance∆1 using the probability distributionp=1(∆|class(fi1), class(ei)) relative to

the center position of the previous non-emptyBc(i) denoted asBc(i). In other words,

Bi1 = Bc(i) + ∆1. The word classes of the source and target words can be deter-

mined using a word clustering algorithm (Brown et al., 1992). The use of word

classes is to reduce the number of model parameters and improve the model gener-

alization. The jump distances∆k for other remaining source wordsfik (with k > 1)

are sampled using another probability distributionp>1(∆|class(fik)) monolingually.

In other words,Bik = Bik−1 + ∆k.

• The inverted alignment positionsB0k corresponding to the NULL worde0 is sam-

pled with a uniform distribution 1
φ0!

, assuming that each permutation is equally

likely.
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The generative procedure of IBM Model 4 corresponds to the joint likelihood of the source

sentencefJ
1 and the word alignment sequenceaJ

1 given the target sentenceeI
0:

p(fJ
1 , aJ

1 |e
I
0) = p(fJ

1 , BI
0 |e

I
0) (3.13)

= p(φ0|
I∑

i=1

φi)
I∏

i=1

p(φi|ei)

︸ ︷︷ ︸

fertility model

·
I∏

i=0

φi∏

k=1

p(fik|ei)

︸ ︷︷ ︸

translation model

·

I∏

i=1

p=1(Bi1 −Bc(i)|class(fi1), class(ei))

︸ ︷︷ ︸

distortion model for the first source position

·

I∏

i=1

φi∏

k=2

p>1(Bik −Bik−1|class(fik))

︸ ︷︷ ︸

distortion model for the remaining source positions

·

1

φ0!
︸︷︷︸

distortion model forB0

(3.14)

Model 3-4 is said to be deficient because both models ignore whether a source word has

been chosen while samplingBi. In addition, probability mass is reserved for source po-

sitions outside a sentence boundary. Therefore, the probability distribution does not sum

to unity. Model 5 addresses this deficiency by excluding the source positions which have

been already sampled. Model 6 is a log-linear combination ofModel 4 and the HMM

model.

Given the word alignment of parallel sentences, estimatinga word translation lexicon

can be performed via the word alignment countsC(f, e) of how many times a source word

f is aligned to a target worde in training corpora:

p(f |e) =
C(f, e)

∑

f ′ C(f ′, e)
(3.15)

A backward translation lexiconp(e|f) can be estimated in a similar fashion. Expectation-

Maximization or Viterbi training is involved to refine the word alignment and then re-

estimate the translation lexicons iteratively until convergence.
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3.4.3 Phrase Extraction

Word alignment is an essential step towards state-of-the-art phrase-based statistical ma-

chine translation (Koehn et al., 2003; Vogel et al., 2003). The advantage of using phrase

translations is that local word re-ordering can be capturedwithin a phrase pair< f̃, ẽ >,

which can be extracted from the word alignment between a parallel sentence pair. The

aligned phrase pairs that are consistent with the word alignment are collected: The words

in a legal phrase pair are only aligned to each other, and not to words outside (Och et al.,

1999).

Similar to estimating a word translation lexicon, we can usea phrase alignment count

C(f̃ , ẽ) to estimate the phrase translation probability known as thephrase score:

p(f̃ |ẽ) =
C(f̃ , ẽ)

∑

f̃ ′ C(f̃ ′, ẽ)
(3.16)

Alternatively, the translation probability can be computed using the best word alignment

of a phrase pair, known as the lexical weighting, as follows:

pw(f̃ |ẽ) ≈ max
a

p(f̃ |ẽ, a) (3.17)

= max
a

∏

j

1

|{i : (i, j) ∈ a}|

∑

∀(i,j)∈a

p(fj |ei) (3.18)

wherea is some word alignment configuration of a phrase pair observed in all parallel

sentence pairs. Typically, phrase extraction creates a phrase table with four scores for each

phrase pair: the phrase scores and the lexical weightings inboth translation directions.

3.4.4 Minimum Error Rate Training

Motivated from the maximum entropy modeling, a direct modeling approach (Och and

Ney, 2002) is prevalent to model the posterior probabilityp(eI
1|f

J
1 ) via a set of feature

functionshm(eI
1, f

J
1 ):

p(eI
1|f

J
1 ) =

e
∑M

m=1 λmhm(eI
1,fJ

1 )

Z(fJ
1 )

(3.19)
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where each feature functionhm(·) takes a sentence pair as an input and produces a real

number as an output. For instance, feature functions include language model, distortion

model, word count, phrase count, phrase translation scoresand lexical weightings. For

instance, the feature function for a language model takes the target sentence (and ignore

the source sentence) and returns the total language model score of the target sentenceeI
1.

Minimum error rate training (Och, 2003) is applied to optimize the feature weights{λm}

with an optimization criterion such as BLEU, which will be discussed in Section 3.4.6.

Given the N-best translation candidates of each of the inputsentences in a development

set, the feature weights are adjusted iteratively to re-rank the N-best lists such that the cost

function is optimized.

3.4.5 Language Modeling

Similar to automatic speech recognition, an N-gram language model is usually employed

for statistical machine translation. The language model istrained only on text from the

target language. Since our baseline system translates fromChinese to English, our target

language model is trained on English text from monolingual non-parallel corpora and the

English side of bilingual parallel training corpora. The SRILM toolkit (Stolcke, 2002)

is used for language model training using the modified Kneser-Ney smoothing. Similar

to language modeling for automatic speech recognition, theEnglish text are partitioned

according to sources so that a source-dependent language model is trained. The language

models are linearly interpolated with the interpolation weights estimated using a heldout

set.

3.4.6 Performance Metrics

Bilingual Evaluation Understudy (BLEU) (Papineni et al., 2002) measures the quality of

translation based on the statistical closeness of translated sentences{si} to reference trans-
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lations{ri} with I sentence pairs in a test set. The BLEU metric is defined as follows:

BLEU = BP · e
∑N

n=1
1
N
·log pn (3.20)

wherepn =

∑I
i=1

∑

n-gram∈si
count(n-gram)

∑I
i=1

∑

n-gram∈si
countsys(n-gram)

(3.21)

and BP = e
−max(0,

Lref
Lsys

−1) (3.22)

where count(n-gram) is the n-gram co-occurrence in a translated sentence and a corre-

sponding reference translation. countsys(n-gram) is the n-gram count in the translated

sentence only.pn is the modified n-gram precision. BP is the brevity factor to penal-

ize shorter translation than the reference translation where Lref andLsys denote the total

length of the reference and the system translation on the test set respectively. Usually,N

is set to 4, known as the 4-gram BLEU score.

The NIST metric (Doddington, 2002) attempts to weight the n-gram co-occurrence

based on information since some n-gram may be more informative than the others. The

formulation is defined as follows:

NIST =
N∑

n=1

BP ·

∑

all n-grams that co-occurinfo(n-gram)
∑

n-gram∈si
1

(3.23)

info(n-gram) = log2

count((n-1)gram)

count(n-gram)
(3.24)

BP = e
b·log

2
min(

Lsys
Lref

,1)
(3.25)

where count(n-gram) is the count of occurrences of(w1 w2 . . . wn) and count((n-1)gram)

is the count of occurrences of(w1 w2 . . . wn−1) in all reference translations.b is chosen

to make the brevity penalty (BP) equal to0.5 when the number of words in the system

output is 2/3rds of the average number of words in the reference translation.

3.4.7 Chinese-To-English Translation System

Our baseline systems include a small-scale RT04 system (Tamet al., 2007a), medium-

scale GALE development system, and large-scale GALE-P2.5 SMT system (Hildebrand
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Table 3.10: Size of the language model training corpora and the parallel training corpora

for phrase extraction in terms of number of words.

LM training // training corpora

SMT System English Source Chinese English

RT04 80M Donga, Xinhua 2004 35M 43M

GALE-dev 500M Xinhua (1995-2006) 59M 67M

GALE-P2.5 2.7B Gigaword V3 (LDC2007T07) 232M 260M

et al., 2008) translating from Chinese to English. The parallel training corpora for system

development are shown in Table 3.10. Part of the Chinese-English bilingual corpora for

the GALE system are available from the LDC5.

The RT04 system employs online phrase extraction using the PESA approach (phrase

pair extraction as sentence splitting) (Vogel, 2005). To facilitate the efficiency of online

phrase extraction, parallel training sentences are indexed via a suffix array (Manber and

Myers, 1993; Zhang and Vogel, 2006) and pre-loaded into memory before decoding. The

IBM Model-1 lexicon is used for scoring the phrase pairs during decoding.

For the medium-scale and large-scale GALE systems, the IBM Model-4 is used for

word alignment using a parallel version of GIZA++ toolkit (Och and Ney, 2003). Phrase

extraction and scoring are performed using the Moses toolkit (Koehn et al., 2007)

4-gram English language models are employed for the RT04 andthe GALE devel-

opment systems while a 5-gram language model is trained for the GALE-P2.5 system.

The text pre-processing steps include tokenization on the English side and on the Chinese

side: automatic word segmentation using a revised version of the Stanford Chinese word

segmenter (Tseng et al., 2005), replacement of traditionalChinese characters by their sim-

plified equivalent and 2byte to 1byte ASCII character normalization. Sentence pairs with

unbalanced sentence length are removed from the training corpora.

5http://projects.ldc.upenn.edu/gale/data/catalog.html, last consulted 2 April 2009
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Table 3.11: Statistics of the development sets and the test sets for statistical machine trans-

lation containing newsgroup (NG), newswire (NW) and broadcast news (BN). Eval07u.BN

stands for the unsequestered BN portion of Eval07 for speechtranslation. Confusion net-

work (CN) is used to represent multiple translation optionsof a target phrase in Eval07

test set.

Set Sentence Document/Show Reference Genre

RT04-dev 272 4 1 BN

RT04-eval 522 3 1 BN, BC

MT03 (dev) 919 100 4 NW

MT06 (test) 1664 79 4 NG, NW, BN

Eval07u.BN (ASR test) 314 32 CN BN

Decoding

Decoding is performed by constructing a translation lattice which contains all possible

matched bilingual phrase pairs of an input source sentence.In the GALE-P2.5 system,

part-of-speech based word re-ordering (Rottmann and Vogel, 2007) is performed on an

input sentence to produce an input source lattice before building the translation lattice.

Search is then performed on this lattice using our STTK beam-search decoder (Vogel

et al., 2003). The word re-ordering window is set to4 and3 for the RT04 system and the

medium-scale system respectively while monotonic decoding is applied for the GALE-

P2.5 system since word re-ordering is already applied in thesource lattices. An optimal

path is returned with a maximum translation score consisting of a log-linear combination

of feature functions including a language model probability, distortion penalty, word-count

penalty, phrase count and phrase-alignment scores.

Development/Evaluation Set

Table 3.11 shows the development sets and the evaluation sets. The RT04 sets are used

to tune and evaluate the RT04 system while MT03 and MT06 sets are used to tune and
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Table 3.12: Configurations of the baseline statistical machine translation systems.
RT04 GALE-dev GALE-P2.5

Scale small medium large

Translation model phrase-based (online) phrase-based phrase-based

Word alignment - IBM Model 4 IBM Model 4

Target language model 4-gram 4-gram 5-gram

Distortion model distance-based distance-based part-of-speech

Input format sentence sentence word lattice

# feature functions 10 8 9

evaluate the GALE systems respectively. The Mandarin RT04 sets are originally designed

for the RT04 broadcast news evaluation for automatic speechrecognition. MT03 con-

tains newswire documents while MT06 comprises other genre such as newsgroup and

broadcast news. The development sets are used to tune the weights of the feature func-

tions via minimum error rate training. For end-to-end speech translation, we use the

unsequestered broadcast news portion of Mandarin Eval07 for evaluation. The English

translation reference of Eval07 employs a confusion-network-like representation to en-

capsulate multiple translation options of an English phrase. For instance, the following

sentence “Over 50 car models with domestic brands have reduced their prices [at the

same time//collectively//all].” encapsulates different translation options compactly using

a confusion network.

We perform significance testing using a bootstrapping approach (Zhang and Vogel,

2004) that repeatedly draws random subsets of translated sentences from a baseline system

so that the score of a performance metric is computed for eachrandom subset. As a result,

an empirical distribution over the scores is formed and a 95%confidence interval with

respect to the baseline system is constructed. We report statistical significance when the

score of an alternative approach exceeds the baseline confidence interval.

Table 3.12 shows the summary of the baseline RT04, GALE development and GALE-

P2.5 systems.
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3.5 Summary

We have described our baseline Mandarin and Arabic transcription systems and the base-

line Chinese-to-English statistical machine translationsystems. Our systems employ the

current state-of-the-art techniques for training and decoding. In the following chapters, we

describe our unified topic adaptation framework for the baseline transcription and transla-

tion systems.
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Chapter 4

Monolingual N-gram LSA Based

Language Model Adaptation

We present unsupervised language model adaptation based onlatent semantic analysis.

Firstly, we propose a topic caching approach that caches topic counts of a word context

in contrast to traditional word caching that caches word counts. We introduce incremen-

tal marginal adaptation for lattice rescoring that is analogous to full marginal adaptation

on a background language model. We propose latent Dirichlet-Tree allocation for model-

ing topic correlation to generalize latent Dirichlet allocation for latent semantic analysis.

Lastly, we extend latent Dirichlet-Tree allocation to its N-gram version to relax the “bag-

of-word” assumption and address the model training and smoothing issues. We evaluate

our approaches for unsupervised language model adaptationon large scale GALE evalua-

tions on Mandarin and Arabic.

4.1 Topic Caching

Cache-based language model (Kuhn and Mori, 1990; Clarkson and Robinson, 1997) en-

ables rapid language model adaptation by capturing the dynamics of natural languages via

caching the frequency of the recently occurred words. This approach is computationally
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efficient since only word counts are needed to store and manipulate online. It offers sig-

nificant improvement in word perplexity for supervised language model adaptation. How-

ever, caching the word counts from speech recognition hypotheses is not appropriate for

unsupervisedlanguage model adaptation since the probability of a mis-recognized word

is increased after word caching. We present a topic caching approach via latent Dirich-

let allocation (Tam and Schultz, 2005) that employs a Dirichlet prior. The Dirichlet prior

can be interpreted as a dynamic cache to store the fractionaltopic counts in the E-steps

described in Section 2.2.3:

E-steps:

γk = αk +
∑

i∈h

q(zi = k) (4.1)

q(zi = k) ∝ eEq[log θk] · p(wi|k) (4.2)

whereαk denotes the prior pseudo-count for topick andq(zi = k) is the fractional topic

count of thei-th word in the contexth. Equation 4.1 means caching the fractional topic

counts from a word context. After topic caching, we generatean adapted unigram language

model via linear interpolation as follows:

plda(w|h) =

∫

θ

K∑

k=1

p(w|k) · p(k|θ) · q(θ|h; {γk}) (4.3)

=

K∑

k=1

p(w|k) ·

∫

θ

θk · q(θ|h; {γk}) (4.4)

=
K∑

k=1

p(w|k) · Eq[θk|h] (4.5)

where Eq[θk|h] =
γk

∑K
k=1 γk

(k = 1...K) (4.6)

q(θ|h; {γk}) denotes a variational Dirichlet posterior over the topic mixture weightsθ with

K topics. Given the word hypotheses decoded from past speech utterances, unsupervised

language model adaptation can be performed as follows:

1. Cache the fractional topic counts.
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2. Re-compute an adapted unigram model.

3. Update the topic cache table{αk} in the Dirichlet prior as:

αk ← λ · αk +
∑

i∈h

ci · q(zi = k) (4.7)

whereλ ∈ [0, 1] is a scaling factor of the history which can be tuned on a heldout

set, andci denotes the confidence score of the i-th word from the contextbufferh.

4. Perform (log) linear interpolation with a background language model and then de-

code the next utterance.

5. If a topic boundary (e.g. at the end of an audio show) is given, clear the context

buffer and reset the cache table to the background{αk}.

Discounting the prior counts withλ in equation 4.7 is desirable since an audio show, such

as in broadcast news, can contain multiple independent stories and the information from

the past utterances crossing an unknown topic boundary are irrelevant to the current topic.

For example, the following sentences extracted from CCTV audio news are marked

with topic boundaries at the sentence level using latent Dirichlet allocation:

okay let ’s break in to a piece of news that we just received

<TOPIC BOUNDARY>

according to a report by south korean ytn cable tv two trains carrying flammable materi-

als collided and exploded at the ryongchon train station in pyong - an - buk - do in

north korea at 1 pm on the 22 nd local time which was 2 pm beijingtime

the explosion might have killed several thousands of peopleand injured 3000 others

<TOPIC BOUNDARY>

okay let ’s continue our focus on financial news

Moreover, the automatic topic assignments can vary within asentence:
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Table 4.1: Sample latent topics extracted from latent Dirichlet allocation.
Latent topic Top words (translated from Chinese)

“economy” development, economy, country, society, world,globe

“sport” competition, candidate, rank, sport, result, champion

“health” disease, therapy, AIDS, hospital, health, patient, people

“technology” company, information, network, system, technology

“education” hong kong, education, mainland, student, expert

<topic 1> okay let ’s continue our focus on</topic 1> <topic 2> financial</topic

2><topic 3> news </topic 3>

The computational complexity of the E-steps is O(TMK) whereT denotes the number

of iterations in the E-steps andM denotes the number of words in the context buffer.

Log-linear interpolation is computationally efficient during decoding since the scores are

usually expressed in logarithm and thus the computation only involves few floating point

operations.

4.1.1 Experiment

We compared topic caching with word caching for incrementalunsupervised language

model adaptation on different language model training scenarios from scarce data (1M

words) to large data (300M words) drawn from the Chinese Gigaword corpora V1. The

word cache-based language model was a unigram language model that dynamically adapted

to the past decoded hypotheses using the decaying word counts, and was then interpolated

with the background trigram language model. We trained a background trigram language

model and latent Dirichlet allocation using the same amountof data on each test scenario.

The training corpora for latent Dirichlet allocation were organized into documents where

each document was roughly a piece of news story annotated in the corpora. We did not

remove function words from training otherwise the unigram probability of function words

would be under-estimated. Table 4.1 shows examples of latent topics in latent Dirichlet

allocation sorted by the unigram probabilityp(w|k). The number of latent topicsK was
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Figure 4.1: Perplexity (Left) and the character error rate (Right) for topic and word caching

on CCTV of the RT04 test set.

set to50 motivated by (Blei et al., 2003).

We used the official Mandarin RT04 development set for parameter tuning such as the

interpolation weight between the background language model and the dynamic unigram

language model generated from latent Dirichlet allocation, and the history scaling factorλ.

Optimal weight for the trigram language model was between0.7−0.9 and the word history

scaling factorλ was between0.3−0.4 based on word perplexity of the RT04 development

set. We employed our Mandarin RT04 transcription system to decode the CCTV show of

the RT04 test set. Since the topic boundary was not given in the test set, the word history

buffer was cleared only at the end of the audio file.

4.1.2 Results

Figure 4.1 shows the language model adaptation performanceon perplexity and character

error rate with different sizes of the training corpora. Although the word caching approach

was more effective in reducing perplexity compared to topiccaching, degradation in char-

acter error rate was obtained in Figure 4.1 (Right) , which corresponded to the results

reported in (Clarkson and Robinson, 1998). On the other hand, topic caching reduced the

recognition error rate on different training scenarios. When the language model training

data are scarce, the recognition performance degrades and the word hypotheses contain
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LM (300M) CCTV NTDTV RFA ALL Rel. ∆

background 13.1% 17.5 35.7 21.5 -

50 topic 13.1 17.6 35.2 21.4 0.5

100 topic 13.2 17.3 34.6 21.1* 1.9

200 topic 12.7 17.1 34.9 21.0* 2.3

300 topic 13.2 17.0 34.7 21.1* 1.9

400 topic 12.9 17.3 34.7 21.1* 1.9

500 topic 13.1 17.2 34.4 21.0* 2.3

Table 4.2: Character error rate (%) on the RT04 test set with different number of topics

in latent Dirichlet allocation using the GALE-P1-dryrun Mandarin transcription system.

Overall relative reduction (Rel.∆) compared to the unadapted baseline is reported. *

denotes that the approach is statistically significant at≤ 5% significance level compared

to the unadapted baseline.

more recognition errors. However, topic caching still achieved improvement in the recog-

nition performance compared to the unadapted baseline. Theobservation suggests that

topic caching is more robust against speech recognition errors than word caching, making

it suitable for unsupervised language model adaptation.

4.1.3 Optimal Number of Topics

The next question is the optimal number of topics for latent Dirichlet allocation. Empir-

ically, we varied the number of topics for LSA training from50 to 500 and performed

unsupervised language model adaptation using the GALE-P1-dryrun Mandarin transcrip-

tion system. All models were trained on the same training corpora with300M Chinese

words. We compared the recognition performance on the full RT04 test set having three

audio shows: CCTV, NTDTV and RFA.

Table 4.2 shows the character error rate with different number of topics for topic

caching. Better recognition performance was achieved by increasing the number of topics.

The optimal number of topics was200 in terms of optimal recognition performance and
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minimal model size. The error reduction was statistically significant at a≤ 5% signifi-

cance level compared to the unadapted baseline. The settingof K = 200 is employed for

the rest of the experiments.

4.2 Latent Dirichlet-Tree Allocation

One assumption in latent Dirichlet allocation is the use of aDirichlet prior, which asserts

that the topics are independent. In other words, knowing theproportion of one topic

does not provide any information about the proportion of another topic. In reality, the

assumption may not be true since topics may be correlated. For instance, news articles

in a newspaper website are usually organized into the main-topic and sub-topic hierarchy.

Intuitively, it would be advantageous to model the topic correlation, which motivates the

extension of latent Dirichlet allocation into latent Dirichlet-Tree allocation (LDTA) (Tam

and Schultz, 2007b). Latent Dirichlet-Tree allocation captures the topic correlation via

a structural Dirichlet-Tree prior (Minka, 1999; III, 1991). In fact, a Dirichlet prior is a

special case of a Dirichlet-Tree prior since a Dirichlet distribution can be visualized as

a flat tree with depth one. Sampling from a Dirichlet distribution becomes labeling the

branches under a node with probability values summing to unity. In general, a Dirichlet-

Tree can have different depth and structure. Figure 4.2 illustrates a depth-two Dirichlet-

Tree where the root node is a Dirichlet distribution with more than two branches while the

Dirichlet nodes at the bottom only allow binary branches.

Given a Dirichlet-Tree of a fixed structure parametrized by aset of Dirichlet parameters

{αjc}, a documentwN
1 is generated as follows:

1. Sample a vector of branch probabilitiesbj ∼ Dirichlet(·; {αjc}) for each node

j = 1...J where{αjc} denotes the parameter of a Dirichlet distribution at nodej,

that is, the pseudo-counts of the outgoing branchc at nodej.

2. Compute the topic distribution as in equation 4.8,

θk =
∏

jc

b
δjc(k)
jc (4.8)
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Figure 4.2: Left: Dirichlet-Tree prior of depth 2: Each internal node is represented by a

Dirichlet distribution over the branches. Right: Variational E-step as bottom-up propaga-

tion and summation of fractional topic counts.

whereδjc(k) is an indicator function which sets to unity when thec-th branch of the

j-th node leads to the leaf node of topick and zero otherwise. Thek-th topic weight

θk is computed as the product of sampled branch probabilities from the root node to

the leaf node corresponding to topick.

3. For each wordwi in a documentwN
1 ,

• Sample a latent topic indexzi from Multinomial(θ)

• Samplewi from p(w|zi).

The joint distribution of the latent variables (that is, thetopic sequencezN
1 and the Dirich-

let nodes over their child branchesbj) and an observed documentwN
1 can be written as

equation 4.9,

p(wN
1 , zN

1 , bJ
1 ) = p(bJ

1 |{αjc})
N∏

i=1

p(wi|zi) · θzi
(4.9)

where

p(bJ
1 |{αjc}) =

J∏

j=1

Dirichlet(bj ; {αjc}) ∝
∏

jc

b
αjc−1
jc (4.10)
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Similar to training latent Dirichlet allocation, we apply variational Bayes to optimize the

lower bound of the marginalized document likelihood using the Jensen’s inequality (equa-

tion 4.11):

log p(wN
1 ; Λ) = log

∫

bJ
1

∑

zN
1

q(zN
1 , bJ

1 ; Γ) ·
p(wN

1 , zN
1 , bJ

1 ; Λ)

q(zN
1 , bJ

1 ; Γ)
(4.11)

≥

∫

bJ
1

∑

zN
1

q(zN
1 , bJ

1 ; Γ) · log
p(wN

1 , zN
1 , bJ

1 ; Λ)

q(zN
1 , bJ

1 ; Γ)
(4.12)

= Q(wN
1 ; Λ, Γ) (4.13)

where

Q(wN
1 ; Λ, Γ) = Eq[log

p(wN
1 , zN

1 , bJ
1 ; Λ)

q(zN
1 , bJ

1 ; Γ)
] (4.14)

= Eq[log p(wN
1 |z

N
1 )] + Eq[log

p(zN
1 |b

J
1 )

q(zN
1 )

] + Eq[log
p(bJ

1 ; {αj})

q(bJ
1 ; {γj})

] (4.15)

q(zN
1 , bJ

1 ; Γ) =
∏N

i=1 q(zi) ·
∏J

j=1 q(bj) is a factorizable variational posterior distribution

over the latent variables parametrized byΓ which are determined in the E-steps.Λ are the

model parameters for the Dirichlet tree{αjc} and the topic-dependent unigram language

model{p(w|k)}. The Dirichlet-Tree posterior has the same form as the Dirichlet-Tree

prior given the topic sequencezN
1 since

p(bJ
1 |z

N
1 ) ∝ p(zN

1 |b
J
1 ) · p(bJ

1 ; {αjc}) (4.16)

∝

(
N∏

i=1

∏

jc

b
δjc(zi)
jc

)

·
∏

jc

b
αjc−1
jc (4.17)

=
∏

jc

b
(αjc+

∑N
i=1 δjc(zi))−1

jc (4.18)

=
J∏

j=1

Dirichlet(bj ; {γ
′
jc}) (4.19)

Therefore, the conjugate property suggests that the posterior branch countγjc can be com-

puted by accumulating the expected branch counts from the current observations. Due to
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the same graphical structure, the E-steps of latent Dirichlet-Tree allocation is similar to

latent Dirichlet allocation:

E-steps:

γjc = αjc +

N∑

i=1

Eq[δjc(zi)] (4.20)

= αjc +
N∑

i=1

K∑

k=1

qik · δjc(k) (4.21)

qik ∝ p(wi|k) · eEq [log θk;{γjc}] (4.22)

where

Eq[log θk] =
∑

jc

δjc(k)Eq[log bjc] (4.23)

=
∑

jc

δjc(k)

(

Ψ(γjc)−Ψ(
∑

c

γjc)

)

(4.24)

whereqik denotesq(zi = k|wN
1 ) meaning the variational topic posterior of wordwi. Equa-

tion 4.20 and equation 4.22 are executed iteratively until convergence is reached. Equa-

tion 4.20 can be implemented as propagation and summation offractional topic countsqik

from the leaf nodes to the root node in a bottom-up fashion as shown in Figure 4.2 (Right).

M-step:

p̂(w|k) ∝

N∑

i=1

qik · δ(wi, w) ∝ Ck(w) (4.25)

The re-estimation formula for{p(w|k)} is the weighted relative word frequency in equa-

tion 4.25 whereδ(wi, w) denotes a Kronecker Delta function. The{αjc} parameters can

be re-estimated with iterative methods such as Newton-Raphson or simple gradient as-

cent procedure. Appendix B provides a full derivation basedon variational Expectation-

Maximization algorithm.
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Table 4.3: Sample contiguous fragment of latent topics extracted from latent Dirichlet-

Tree allocation.

Latent topic index Top words (translated from Chinese)

“topic-61” education, student, school, teacher, learning

“topic-62” university, expert, high-level, education, training

“topic-63” employment, expert, labor, work, career

“topic-64” research, china, science, technology, scientist

“topic-65” gene, human, clone, research, biology

“topic-66” research, discover, cell, gene, treatment

“topic-67” transplant, surgery, patient, liver, hospital

“topic-68” information, network, service, web, client

“topic-69” system, computer, technology, computer, chip, software

4.2.1 Experiment

We compared latent Dirichlet-Tree allocation with latent Dirichlet allocation via unsuper-

vised marginal adaptation. For rapid benchmarking, we firstemployed the small-scale

Mandarin RT04 transcription system for experiments followed by a large-scale evalua-

tion using the Mandarin GALE-P1 transcription system. The LSA marginals were com-

puted separately for each approach at the show level on the RT04 test set. Then the LSA

marginals were employed for marginal adaptation. For latent Dirichlet-Tree allocation, a

balanced binary tree was employed.

Table 4.3 shows the correlated topics extracted via latent Dirichlet-Tree allocation.

We observe contiguous fragments of correlated topics corresponding to the leaf nodes

of the tree from a left to right fashion. Topics 61–63 are closely related to a general

topic “education” and topics 68–69 are closely related to a general topic “information

technology”. The results suggest that the tree structure enforces proximity constraint over

the topics.
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Figure 4.3: Training log-likelihood of latent Dirichlet allocation (LDA) and latent

Dirichlet-Tree allocation (LDTA) using the Xinhua News 2002 corpora (13M words).

4.2.2 Training Convergence

Figure 4.3 shows the training convergence of latent Dirichlet allocation and latent Dirichlet-

Tree allocation in terms of the training log likelihood using 200 and 400 topics. Both

training approaches started with the same modelp(w|k) that were initialized with uniform

distributions while their prior distributions were initialized randomly. Latent Dirichlet-

Tree allocation converged significantly faster than latentDirichlet allocation in terms of

the number of training iterations. This effect was more significant when the number of

topics increased to400. The rapid convergence is attributed to the structured Dirichlet-

Tree prior that restricts the model space compared to the unstructured Dirichlet prior. In

other words, an observed topic triggers its correlated topics via the tree structure while the

topic independence assumption in the Dirichlet prior lacksthis effect. We conclude that la-

tent Dirichlet-Tree allocation is useful because it does not suffer from model initialization

issue.
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Figure 4.4: Training log-likelihood of latent Dirichlet-Tree allocation with different num-

ber of branches in a Dirichlet node using the Xinhua News 2002corpora (13M words).

4.2.3 Effect of Dirichlet-Tree Structure

Figure 4.4 illustrates the effect of the tree structure in terms of the training likelihood by

varying the number of branches in a Dirichlet node. Results show that the training con-

vergence is optimal when a balanced binary tree is employed.As the number of branches

increases, the independence assumption among topics becomes stronger and thus slow-

ing down the training convergence. In an extreme case in latent Dirichlet allocation, the

training convergence is the slowest.

4.2.4 Results

Table 4.4 shows the word perplexity and the character error rate after LSA marginal adap-

tation using a small-scale Mandarin RT04 transcription system trained on the 13M cor-

pora. Latent Dirichlet-Tree allocation reduces the overall perplexity and character error

rate relatively by 7–12% and 2% respectively compared to latent Dirichlet allocation, and

by 10%–17.5% and 4.0% compared to the unadapted 4-gram language model. Latent

Dirichlet-Tree allocation performs better than latent Dirichlet allocation and the unadapted
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Table 4.4: Marginal adaptation results on character error rate (word perplexity) on the

RT04 test set using the small-scale Mandarin RT04 ASR system(13M). Latent Dirichlet

allocation (LDA) and latent Dirichlet-Tree allocation (LDTA) were compared. Overall

relative reduction (Rel.∆) compared to the unadapted baseline is reported. * denotes

that the approach is statistically significant at≤ 5% significance level compared to the

unadapted baseline.
LM (13M) CCTV NTDTV RFA ALL Rel. ∆

background 15.6% (748) 22.1 (1718) 40.0 (3655) 25.3 -

+LDA (100 iter) 15.1 (695) 21.7 (1669) 39.6 (3451) 24.8* 2.0 (5.6)

+LDTA (100 iter) 14.4 (629) 21.5 (1547) 38.9 (3015) 24.3* 4.0(17.5)

baseline at a≤ 5% significance level.

Table 4.5 shows the adaptation performance for a large-scale evaluation using the Man-

darin GALE-P1 transcription system trained on the 800M corpora. Due to the limita-

tion of computation resources, we performed only20 and50 training iterations for latent

Dirichlet-Tree allocation and latent Dirichlet allocation respectively. Due to the slow train-

ing convergence, latent Dirichlet allocation required more training iterations before yield-

ing an acceptable adaptation performance. Latent Dirichlet-Tree allocation yielded 5%

relative perplexity reduction compared to latent Dirichlet allocation with no degradation

in the overall character error rate. Compared to the unadapted baseline, latent Dirichlet-

Tree allocation reduced the relative perplexity and the character error rate by 8.9%–14.5%

and 2.5% respectively, which were statistically significantly at a≤ 5% significance level.

Therefore, we use latent Dirichlet-Tree allocation for therest of our experiments due to its

stable performance in terms of training convergence and language model adaptation.

4.3 Incremental Marginal Adaptation

Marginal adaptation is useful for integrating an in-domainknowledge via latent semantic

marginals (Federico, 2002; Tam and Schultz, 2006). Incremental marginal adaptation for
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Table 4.5: Marginal adaptation results on character error rates (word perplexity) on the

RT04 test set using the Mandarin GALE-P1 ASR system (800M). Latent Dirichlet alloca-

tion (LDA) and latent Dirichlet-Tree allocation (LDTA) were compared. Overall relative

reduction (Rel. ∆) compared to the unadapted baseline is reported. * denotes that the

approach is statistically significant at≤ 5% significance level compared to the unadapted

baseline.
LM (800M) CCTV NTDTV RFA ALL Rel. ∆

background 8.3% (359) 14.4 (868) 26.3 (778) 15.9 -

+LDA (50 iter) 8.1 (332) 14.0 (834) 25.6 (703) 15.5* 2.5 (9.6)

+LDTA (20 iter) 8.3 (313) 14.2 (791) 25.3 (665) 15.5* 2.5 (14.5)

decoding is computationally expensive due to the computation of the normalization factor

for all N-gram entries in a background language model. Therefore, marginal adaptation is

usually applied for domain adaptation where the backgroundlanguage model is adapted

offline. We propose an incremental marginal adaptation approach for lattice rescoring.

The cost of marginal adaptation for lattice rescoring is computationally inexpensive since

only a few outgoing word links actually emerge from a contextnode in a lattice. Thus,

computing the normalization factor can be done efficiently.The adapted language model

scores for each word link(i, j) is analogous to equation 2.71 for full marginal adaptation:

lma(i, j) =
α(wij) · lmbg(i, j)

∑

j′∈Out(i) α(wij′) · lmbg(i, j′)
·Mass(i) (4.26)

where Mass(i) =
∑

j′∈Out(i)

lmbg(i, j
′) =

∑

j′∈Out(i)

lma(i, j
′) (4.27)

and α(wij) =

(
plda(wij)

pbg(wij)

)ǫ

(4.28)

wherewij is the word label associated to the link(i, j). Out(i) denotes a set of links

from nodei. Mass(i) is introduced to ensure that the total probability mass fromnode

i is conserved after adaptation, which is similar in spirit tofast marginal adaptation in

equation 2.73.
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Dev07 Eval06

BN BC ALL Rel. ∆ BN BC ALL Rel. ∆

background 7.5% 18.8 13.9 - 15.1 26.8 20.4 -

+LSA decode 7.4 18.6* 13.8* 1.4 14.7* 26.5* 20.0* 2.0

+LSA decode & rescore 7.3* 18.1* 13.4* 4.3 14.4* 26.2* 19.7* 3.4

Table 4.6: Character error rate (%) after applying LSA for decoding (denoted as LSA

decode) using the GALE-P2 Mandarin transcription system followed by incremental

marginal adaptation (rescore) for lattice rescoring aftercross-adapting with the IBM Man-

darin transcription system on Dev07 and Eval06 test sets. Overall relative reduction (Rel.

∆) compared to the unadapted baseline is reported. * denotes the approach is significantly

better than the unadapted baseline at≤5% level of significance.

4.3.1 Experiment

The language model adaptation experiment was performed during the GALE-P2 evalua-

tion for Mandarin. Firstly, we cross-adapted the GALE-P2 Mandarin transcription system

using the word hypotheses from the IBM Mandarin transcription system. Then we applied

topic caching via latent Dirichlet-Tree allocation duringdecoding to generate word lattices

followed by incremental LSA-marginal adaptation.

4.3.2 Results

Table 4.6 shows the recognition performance after applyingtopic caching (LSA decode)

followed by incremental marginal adaptation (LSA rescore). Topic caching reduced the

character error rate relatively by 1.4% and 2.0% on Dev07 andEval06 respectively com-

pared to the unadapted baseline. Incremental marginal adaptation further reduced the char-

acter error rate relatively by 2.0% and 1.5% on Dev07 and Eval06 respectively compared

to topic caching. The total relative reductions after applying both techniques were 4.3%

and 3.4% compared to the unadapted baseline. All reductionswere statistically significant

at a≤ 5% significance level.
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Figure 4.5: Graphical model representation of a trigram LSA.

4.4 N-gram Latent Dirichlet-Tree Allocation

One issue in latent semantic analysis is the “bag-of-word” assumption that ignores word

ordering. For document classification, word ordering may not be important. But for lan-

guage modeling, word ordering is crucial since a trigram language model usually outper-

forms a unigram language model for word prediction. In Chapter 2, we describe a bigram

topic model to relax this assumption by connecting adjacentwords in a document to-

gether to form a Markov chain in latent Dirichlet allocation. We present the N-gram latent

Dirichlet-Tree allocation (Tam and Schultz, 2008) based onthe bigram topic model (Wal-

lach, 2006) and latent Dirichlet-Tree allocation (Tam and Schultz, 2007b). The graphical

model representation of a trigram LSA is shown in Figure 4.5.

The original formulation of the bigram topic model does not address two important

issues: efficient model training and smoothing. We propose an efficient training algorithm

for the N-gram latent Dirichlet-Tree allocation via variational Expectation-Maximization

algorithm and model bootstrapping which are scalable to large data sets in Section 4.4.1.

We formulate the fractional Kneser-Ney smoothing1 for model smoothing. Our formu-

lation generalizes the original Kneser-Ney formulation (Kneser and Ney, 1995) which

supports only integral counts in Section 4.4.2. We apply theN-gram latent Dirichlet-Tree

1This method was briefly mentioned in (Xu et al., 2003) withoutdetail in a different context. (Bisani

and Ney, 2008) formulated this method independently in a grapheme-to-phoneme setting.
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allocation for the large-scale GALE evaluation for automatic speech recognition in this

chapter, and in statistical machine translation in Chapter5.

4.4.1 Model Training

Gibbs sampling is employed in the original bigram topic model. Despite its simplicity,

it can be slow and inefficient since it usually requires hundreds of sampling iterations for

convergence. We present a variational Bayes approach for model training. For simplicity,

we only show the formulation for bigram LSA, but it is straightforward to generalize to

N-gram LSA. The joint likelihood of a documentwN
1 , the latent topic sequencezN

1 andθ

using bigram LSA can be written as follows:

p(wN
1 , zN

1 , θ) = p(θ) ·
N∏

i=1

p(zi|θ) · p(wi|wi−1, zi) (4.29)

By introducing a factorizable variational posterior distributionq(zN
1 , θ; Γ) = q(θ)·

∏N
i=1 q(zi)

over the latent variables and applying the Jensen’s inequality, the lower bound of the

marginalized document likelihood can be derived as follows:

log p(wN
1 ; Λ, Γ) = log

∫

θ

∑

z1...zN

q(zN
1 , θ; Γ) ·

p(wN
1 , zN

1 , θ; Λ)

q(zN
1 , θ; Γ)

≥

∫

θ

∑

z1...zN

q(zN
1 , θ; Γ) · log

p(wN
1 , zN

1 , θ; Λ)

q(zN
1 , θ; Γ)

= Eq[log
p(θ)

q(θ)
] +

N∑

i=1

Eq[log
p(zi|θ)

q(zi)
] +

N∑

i=1

Eq[log p(wi|wi−1, zi)]

= Q(wN
1 ; Λ, Γ)

where the expectation is taken using the variational posterior q(zN
1 , θ). For the E-steps, we

compute the partial derivative of the auxiliary functionQ(·) with respect toq(zi) and the

parameterγjc in the Dirichlet-Tree posteriorq(θ). Setting the derivatives to zero yields:
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E-steps:

q(zi = k) ∝ p(wi|wi−1, k) · eEq[log θk ;{γjc}] for k = 1..K (4.30)

γjc = αjc +
N∑

i=1

Eq[δjc(zi)] (4.31)

= αjc +

N∑

i=1

K∑

k=1

q(zi = k) · δjc(k) (4.32)

whereEq[log θk] =
∑

jc

δjc(k) · Eq[log bjc] (4.33)

=
∑

jc

δjc(k)

(

Ψ(γjc)−Ψ(
∑

c

γjc)

)

(4.34)

where equation 4.31 is motivated from the conjugate property that the Dirichlet-Tree pos-

terior given the topic sequencezN
1 has the same form as the Dirichlet-Tree prior, which

has been introduced in Section 4.2. Equation 4.30 and equation 4.31 are applied itera-

tively until convergence is reached. For the M-step, we compute the partial derivative of

the auxiliary functionQ(·) over all training documentsd with respect to a topic bigram

probabilityp(v|u, k) and set it to zero:

M-step (unsmoothed):

p(v|u, k) ∝
∑

d

Nd∑

i=1

q(zi = k|d) · δ(wi−1, u)δ(wi, v) (4.35)

=

∑

d Cd(u, v|k)
∑

d

∑V
v′=1 Cd(u, v′|k)

(4.36)

=
C(u, v|k)

∑V
v′=1 C(u, v′|k)

(4.37)

whereNd denote the number of words in documentd andδ(wi, v) is a0 − 1 Kronecker

Delta function to test if thei-th word in documentd is vocabularyv. Cd(u, v|k) denotes

the fractional counts of a bigram(u, v) belonging to topick in documentd. Intuitively,

equation 4.37 simply computes the relative frequency of thebigram(u, v). However, this

solution is not practical since the model assigns a zero probability to an unseen bigram.
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Therefore, bigram LSA should be smoothed properly. One simple approach is to use the

Laplace smoothing by adding a small countδ to all the bigrams (Wallach, 2006). How-

ever, this approach can lead to worse performance since it will bias the bigram probability

towards a uniform distribution when the vocabulary sizeV gets large. Our approach is to

representp(v|u, k) as a standard backoff language model smoothed by fractionalKneser-

Ney smoothing as described in Section 4.4.2.

Model initialization is crucial for variational EM. We employ a bootstrapping approach

using a well-trained LSA as an initial model for bigram LSA sothat p(wi|wi−1, k) is

approximated byp(wi|k) in equation 4.30. It saves computation and avoids keeping the

full bigram LSA in memory during the Expectation-Maximization training. To make the

training procedure more practical, we apply bigram pruningduring statistics accumulation

in the M-step when the bigram count in a document is less than athreshold, say0.1. This

heuristic is reasonable since only a small portion of topicsare “active” to a bigram. With

the sparsity, there is no need to storeK copies of accumulators for each bigram and thus

reducing the memory requirement significantly. For simplicity, the pruned bigram counts

are re-assigned to the most likely topic of the current document so that the counts are

conserved. For practical implementation, accumulators are saved into a disk in batches for

count merging using the SRILM toolkit. In the final step, eachtopic-dependent language

model is smoothed individually using the merged count file.

4.4.2 Fractional Kneser-Ney Smoothing

The state-of-the-art smoothing for a backoff language model is based on the Kneser-Ney

smoothing (Kneser and Ney, 1995). The belief of its success is due to the preservation

of marginal distributions. However, the original formulation is defined only on integral

counts, which is not suitable for bigram LSA using fractional counts. We investigate the

fractional Kneser-Ney smoothing as a generalization of theoriginal formulation.

The interpolated form using absolute discounting can be expressed as follows:

pKN(v|u) =
max{C(u, v)−D, 0}

C(u)
+ λ(u) · pKN(v) (4.38)
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whereD is a discounting factor. In the original formulation,D lies between0 and1.

But in our formulation,D can be any positive number. Intuitively,D controls the degree

of smoothing. IfD is set to zero, the model is unsmoothed; IfD is too big, bigram

counts smaller thanD are pruned from the language model.λ(u) ensures that the bigram

probability sums to unity. After summing over all possiblev on both sides of equation 4.38

and re-arranging terms,λ(u) becomes:

1 =
∑

v

max{C(u, v)−D, 0}

C(u)
+ λ(u) (4.39)

=⇒ λ(u) = 1−
∑

v

max{C(u, v)−D, 0}

C(u)
(4.40)

= 1−
∑

v:C(u,v)>D

C(u, v)−D

C(u)
(4.41)

=
C(u)−

∑

v:C(u,v)>D C(u, v) + D
∑

v:C(u,v)>D 1

C(u)
(4.42)

=

∑

v:C(u,v)≤D C(u, v) + D
∑

v:C(u,v)>D 1

C(u)
(4.43)

=
C≤D(u, ·) + D ·N>D(u, ·)

C(u)
(4.44)

where C≤D(u, ·) denotes the sum of bigram counts followingu and smaller thanD.

N>D(u, ·) denotes the number of word types followingu with the bigram counts bigger

thanD.

In the Kneser-Ney smoothing, the lower-order distributionpKN(v) is treated as an

unknown parameter that can be estimated using the preservation of marginal distributions:

p̂(v) =
∑

u

pKN(v|u) · p̂(u) (4.45)

wherep̂(v) is the marginal distribution estimated from background training data so that
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p̂(v) = C(v)
∑

v′ C(v′)
. Therefore, we substitute equation 4.38 into equation 4.45:

C(v) =
∑

u

(
max{C(u, v)−D, 0}

C(u)
+ λ(u) · pKN(v)

)

· C(u) (4.46)

=

(
∑

u

max{C(u, v)−D, 0}

)

+ pKN(v)
∑

u

C(u) · λ(u)(4.47)

=⇒ pKN(v) =
C(v)−

∑

u max{C(u, v)−D, 0}
∑

u C(u) · λ(u)
(4.48)

=
C(v)− C>D(·, v) + D ·N>D(·, v)

∑

u C(u) · λ(u)
(4.49)

=
C≤D(·, v) + D ·N>D(·, v)

∑

u C≤D(u, ·) + D ·N>D(u, ·)
(using equation 4.44) (4.50)

=
C≤D(·, v) + D ·N>D(·, v)

∑

v′ C≤D(·, v′) + D ·N>D(·, v′)
=

C
′′
(v)

∑

v′ C
′′(v′)

(4.51)

Equation 4.51 generalizes the Kneser-Ney smoothing to bothintegral and fractional counts.

In the original formulation,C≤D(u, ·) equals to zero since each observed bigram count

must be at least one by definition withD less than one. As a result, theD term cancels

out yielding the original formulation that counts the number of word type precedingv

and thus recovering the original formulation. Intuitively, the numerator in equation 4.51

measures the total discounts of the observed bigrams endingat v. In other words, the

fractional Kneser-Ney smoothing estimates the lower-order probability distribution using

the relative frequency overdiscountsinstead of word counts. With this approach, each

topic-dependent language model in bigram LSA can be smoothed using our formulation.

In general, the fractional Kneser-Ney smoothing can be applied to a higher-order back-

off language model including a factored language model via propagating the discounts to

the lower-order distribution for estimation. Figure 4.6 illustrates that discounts are propa-

gated from a trigram language model to a bigram language model, and then from a bigram

language model to a unigram language model for model estimation in a recursive manner.

In this case, the modified bigram and unigram counts, and the corresponding models are
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C(u,v,w)

pKN(w|v)

C
′

(v, w) C
′′

(w)

p(w|v, u) pKN(w)

C>D3
(u, v, w)−D3 C

′

>D2
(v, w)−D2

Figure 4.6: Fractional Kneser-Ney smoothing via propagation of discounts from a trigram

language model to a lower-order bigram and a unigram language model.

computed as follows:

C ′(v, w) = C≤D3(·, v, w) + D3 ·N>D(·, v, w) (4.52)

C
′′

(w) = C ′
≤D2

(·, w) + D2 ·N
′
>D2

(·, w) (4.53)

and

pKN(w|v) =
C ′(v, w)−D2

C ′(v, ·)
(4.54)

pKN(w) =
C

′′
(w)

C
′′(·)

(4.55)

whereDi denotes the discounting constant at each language model order. As a sanity

check, asD3 goes to infinity, trigram LSA should fall back to bigram LSA. In this case,

one can tune on the discounting constants so that trigram LSAwould perform at least as

well as bigram LSA.

4.4.3 Two-stage Unsupervised Language Model Adaptation

Unsupervised language model adaptation is performed by first inferring a topic distri-

bution using word hypotheses from the first-pass decoding via variational inference in

equation 4.30–4.31. Relative frequency over the branch posterior countsγjc is applied on

each Dirichlet nodej. The maximum a posteriori topic mixture weightθ̂ and the adapted
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unigram, bigram and trigram LSA models are computed as follows:

θ̂k ∝
∏

jc

(
γjc

∑

c′ γjc′

)δjc(k)

for k = 1...K (4.56)

pa(w) =
K∑

k=1

p(w|k) · θ̂k (4.57)

pa(w|v) =

K∑

k=1

p(w|v, k) · θ̂k (4.58)

pa(w|u, v) =
K∑

k=1

p(w|u, v, k) · θ̂k (4.59)

The LSA marginals are integrated into a background N-gram language modelpbg(w|h) via

marginal adaptation as follows:

p(1)
a (w|h) ∝

(
pa(w)

pbg(w)

)ǫ

· pbg(w|h) (4.60)

Marginal adaptation has a close connection to maximum entropy modeling since the marginal

constraints can be encoded as unigram features. Intuitively, bigram LSA would be inte-

grated in the same fashion by introducing bigram marginal constraints. However, we found

that integrating bigram features via marginal adaptation did not offer further improvement

compared to only integrating unigram features. Marginal adaptation corresponds to only

one iteration of generalized iterative scaling (GIS). Due to millions of bigram features,

one GIS iteration may not be sufficient for convergence. On the other hand, simple linear

interpolation is effective in our experiment. The final language model adaptation formula

is provided using equation 4.57– 4.60 as a two-stage process:

p(2)
a (w|h) = λ1 · p

(1)
a (w|h) + λ2 · pa(w|v) + λ3 · pa(w|u, v) (4.61)

whereλ1 + λ2 + λ3 = 1 (4.62)

andλi ≥ 0 ∀i (4.63)

where{λi} are tuned to optimize the performance on a development set.
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4.4.4 Experiment

As motivated from the previous experiments, the number of latent topics were set to200

for LSA, bigram LSA and trigram LSA unless specified. The discounting factorD for the

fractional Kneser-Ney smoothing was set to0.4 for bigram LSA while the higher-order

discounting factor for trigram LSA was set to2.4 to maintain a reasonably compact model.

We did a sanity check that trigram LSA fell back to bigram LSA when the higher-order

discounting factor was large.

For rapid benchmarking, we first evaluated N-gram LSA using the small-scale Man-

darin RT04 transcription system with unsupervised marginal adaptation at a show level

similar to the experiments on latent Dirichlet-Tree allocation in Section 4.2.1. However,

re-decoding was applied after language model adaptation instead of lattice rescoring.

Then, we evaluated the adaptation approach on Mandarin and Arabic languages using

the GALE-P3 transcription systems. Topic caching was applied for decoding on the Man-

darin system but not on the Arabic system. The word hypotheses from the final decoding

passes of a discriminatively trained Initial-Final Mandarin system and a vowelized Ara-

bic system were taken for incremental LSA-marginal adaptation and N-gram LSA lattice

rescoring as described in Section 4.4.3. Dev08 and Dev07 were employed as the devel-

opment set for the Mandarin and Arabic respectively. Statistical significance tests were

applied to compare the LSA and the N-gram LSA performance.

4.4.5 RT04 Mandarin Results

Table 4.7 shows the correlated bigram topics sorted by the joint bigram probabilityp(v|u, k)·

p(u|k). Most of the top bigrams appear either as phrases or words attached with a stopword

such as{(’s in English).

Table 4.8 shows the language model adaptation results in word perplexity and character

error rate. Applying both LSA and bigram LSA yielded consistent improvement over LSA

in the range of 6.4%–8.5% relative reduction in perplexity and 2.5% relative reduction

in the overall character error rate. The reduction in character error rate was statistically
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Table 4.7: Correlated bigram topics extracted from bigram LSA using the Xinhua news

2002 corpora (13M).

Latent topic Top bigrams sorted byp(u, v|k)

“topic-61” {+¦	(’s student),{+s¸(’s education),s¸+{(education ’s)

¦D+{(school ’s),è#+Á(youth class),£�+s¸(quality of education)

“topic-62” |b+w÷(expert cultivation),L¦+D�(university chancellor)

ø+Ö(famous),Ä+°D(high-school),{+¦	(’s student)

“topic-63” Z+öÌâF(and social security),{+Ò�(’s employment),

��+|Ê(unemployed officer),Ò�+« (employment position)

“topic-64” {+ÏÄ(’s research),Û�+¦V(expert people),�+�(etc area)

	Ô+�b(biological technology),ÏÄ+Ä*(research result)

“topic-65” |¡+äO�(Human DNA sequence),{+äO(’s DNA)

	Ô+�b(biological technology),vÎ+�ûÜ(embryo stem cell)

significant at a 0.1% significance level. We compared fractional Kneser-Ney smoothing

with Witten-Bell smoothing which also supports fractionalcounts. The results showed

that Kneser-Ney smoothing performed slightly better than Witten-Bell smoothing in word

perplexity and character error rate. Increasing the numberof topics from30 to 200 in

bigram LSA helped despite model sparsity. We applied extra EM iterations initialized with

the bootstrapped bigram LSA but no further performance improvement was observed.

4.4.6 GALE-P3 Results

Mandarin Results

The upper section of Table 4.9 shows the overall LM adaptation results on Mandarin before

cross adaptation with the IBM Mandarin system. To illustrate the effect of LSA during de-

coding, the first background setting was compared to the second background setting which

enabled topic caching for decoding similar to the experiments in Section 4.1.1. Both set-
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Table 4.8: Character error rate (word perplexity) on the Mandarin RT04 test set. Bigram

LSA (biLSA) was applied in addition to LSA. Unless specified,the LSA and bigram LSA

models employ 200 topics. Overall relative reduction (Rel.∆) compared to the unadapted

baseline is reported. * denotes that bigram LSA is significantly better than LSA at 0.1%

significance level in terms of overall character error rate.

LM (13M) CCTV NTDTV RFA ALL Rel. ∆

background 15.3% (748) 21.8 (1718) 39.5 (3655) 24.9 -

+LSA 14.4 (629) 21.5 (1547) 38.9 (3015) 24.3 2.4

+biLSA (Kneser, K=30) 14.5 (604) 20.7(1502) 39.0 (2736) 24.1 3.2

+biLSA (Witten) 14.1 (594) 20.9 (1452) 38.3 (2628) 23.8 4.4

+biLSA (Kneser) 14.0 (587) 20.8(1448) 38.2 (2586) 23.7* 4.8

tings were then followed by lattice rescoring using LSA marginal adaptation, and linear

interpolation of bigram LSA (biLSA) and trigram LSA (triLSA) with the LSA-adapted

language model. Applying LSA for decoding helped on all testsets compared to the un-

adapted baseline. The reduction in character error rate wasadditive to those obtained from

lattice rescoring. Moreover, applying LSA for lattice rescoring yielded further reduction

in character error rate. Bigram-LSA lattice rescoring yielded additional reduction in char-

acter error rate compared to LSA rescoring which was statistically significant at a≤5%

significance level in all test cases. Compared to the unadapted baseline, the relative reduc-

tion in character error rate after LSA and bigram LSA adaptations were between 5%–6.9%

which were statistically significant at a 0.1% significance level in all test cases. Replacing

bigram-LSA with trigram LSA yielded similar recognition performance. By combining

bigram-LSA and trigram-LSA together via simple score averaging, we achieved slight re-

duction in character error rate on Eval07r without degrading the performance on the other

sets. The final relative reduction in character rate rate on Eval07r was 7.6% after applying

all adaptations. We did not attempt 4-gram LSA rescoring since the additive reduction

from trigram LSA was marginal. The results after cross adaptation followed a similar

trend with 3.3%–6.7% relative reduction in character errorrate compared to the unadapted

baseline which were statistically significant at a≤ 5% significance level.
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Table 4.9: Lattice rescoring results in character error rate using the Mandarin GALE P3

system. Overall relative reduction (Rel.∆) compared to the unadapted baseline (back-

ground) is reported. * denotes that bigram LSA (biLSA) and trigram LSA (triLSA) are

significantly better than LSA at≤5% level of significance.

Mandarin Dev08 Rel. ∆ Eval07u Rel. ∆ Eval07r Rel. ∆

background 11.6% - 14.0 - 11.8 -

+LSA 11.4 1.7 13.9 0.7 11.6 1.7

+biLSA (Kneser) 11.0* 5.2 13.6* 2.9 11.1* 5.9

background (LSA) 11.5 0.9 13.8 1.4 11.7 0.8

+LSA 11.2 3.4 13.7 2.1 11.5 2.5

+biLSA (Witten) 10.9* 6.0 13.3* 5.0 11.1* 5.9

+biLSA (Kneser) 10.8* 6.9 13.3* 5.0 11.0* 6.8

+triLSA (Kneser) 10.8* 6.9 13.3* 5.0 11.1* 5.9

+bi & triLSA (Kneser) 10.8* 6.9 13.3* 5.0 10.9* 7.6

Cross-adaptation with IBM

background 9.0 - 10.8 - 9.0 -

+LSA 8.9 1.1 10.6 1.9 8.7 3.3

+biLSA (Kneser) 8.6* 4.4 10.4 3.7 8.5* 5.6

background (LSA) 9.0 0.0 10.6 1.9 8.8 2.2

+LSA 8.8 2.2 10.5 2.8 8.6 4.4

+biLSA (Kneser) 8.7 3.3 10.3* 4.6 8.4* 6.7

Table 4.10: Lattice rescoring results in character error rate using the word lattices from

the IBM P3 Mandarin system. Overall relative reduction (Rel. ∆) compared to the IBM

system is reported.

Mandarin Dev08 Rel. ∆ Eval07u Rel. ∆ Eval07r Rel. ∆

Rescoring the best single IBM system

IBM (neural LM) 6.7 - 8.3 - 6.6 -

+biLSA (Kneser) 6.7 0.0 8.1 2.4 6.5 1.5
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Table 4.11: Lattice rescoring results in word error rate using the Arabic GALE P3 system.

Overall relative reduction (Rel.∆) compared to the unadapted baseline (background) is

reported. * denotes that bigram LSA (biLSA) is significantlybetter than LSA at≤ 5%

level of significance.

Arabic Dev07 Rel. ∆ Dev08 Rel. ∆ Eval07u Rel. ∆

background 14.3% - 16.4 - 22.7 -

+LSA 14.2 0.7 16.4 0.0 22.7 0.0

+biLSA (Witten) 13.9 2.8 15.9* 3.0 22.4* 1.3

+biLSA (Kneser) 13.8* 3.5 15.9* 3.0 22.5 0.9

Cross-adaptation with IBM

background 11.8 - 13.9 - 20.3 -

+LSA 11.8 0.0 13.8 0.7 20.3 0.0

+biLSA (Kneser) 11.7 0.8 13.6* 2.2 20.1 1.0

During the GALE-P3 evaluation, we rescored the word lattices generated from the

best single IBM Mandarin system, which was rescored with a neural network language

model (Bengio et al., 2003; Schwenk, 2007). The results are shown in Table 4.10. Our

adaptation approach yielded further relative reduction incharacter error rate by 2.4% and

1.5% on Eval07u and Eval07r respectively compared to the IBMbaseline system. This

implies that neural network language model and bigram LSA may capture complimentary

information and thus combining two approaches yielded additional gain. Given a well-

tuned state-of-the-art IBM system, the gain from bigram LSArescoring is reasonable.

Arabic Results

The performance trend was similar on Arabic as shown in Table4.11. LSA rescoring

gave slight reduction in word error rate compared to the unadapted baseline. Moreover,

bigram LSA achieved additional reduction in word error ratecompared to LSA on the

unseen Dev08 which was statistically significant at a 0.1% significance level. After cross

adaptation with the IBM Arabic system, bigram LSA yielded 2.2% relative reduction in
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Table 4.12: Lattice rescoring and system combination results in word error rate using the

word lattices from the IBM P3 systems. Overall relative reduction (Rel. ∆) compared to

the unadapted baseline is reported.

Arabic Dev07 Rel. ∆ Dev08 Rel. ∆ Eval07u Rel. ∆

The best single IBM system

U-BN 9.9% - 11.1 - 14.3 -

UBM 9.3 - 10.6 - 13.7 -

UBM+biLSA 9.1 2.2 10.6 0.0 13.6 0.7

IBM system combination

UBM + U-BN 9.1 - 10.3 - 13.4 -

UBM+biLSA + U-BN 8.9 2.2 10.3 0.0 13.4 0.0

word error rate compared to the unadapted baseline which wasstatistically significant.

The reductions on Dev07 and Eval07u were not statistically significant.

Similar to the Mandarin evaluation, we rescored the word lattices generated from the

best single IBM Arabic system as shown in Table 4.12. Again, our approach achieved

further reduction in word error rate by 2.2% and 0.7% relative on Dev07 and Eval07u

compared to the IBM baseline system. Finally, lattice combination2 (Hsiao et al., 2008)

was applied on two IBM systems, named as UBM and U-BN, with theUBM system

rescored with bigram LSA. With bigram LSA rescoring, the word error rate was further

reduced by 2.2% relative on Dev07 after lattice combination.

LM Smoothing

Not only fractional Kneser-Ney smoothing is comparable to Witten-Bell smoothing in

performance, but the model is also more compact. Table 4.13 shows the compressed

size of bigram LSA with different smoothing schemes. Fractional Kneser-Ney smooth-

ing produced a more compact model than Witten-Bell smoothing with over 35% relative

2Results were obtained from Ian Lane using the tool implemented by Mark Fuhs.
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Table 4.13: Comparison of the size of bigram LSA language model using the Witten-Bell

and the fractional Kneser-Ney smoothing on Arabic and Chinese.

Scheme Arabic LM Chinese LM

Witten-Bell 3.7Gb 3.4Gb

Kneser-Ney 2.4Gb 2.1Gb

reduction in model size for Arabic and Chinese. The reduction in model size is due to

the absolute discounting scheme employed in fractional Kneser-Ney smoothing where the

bigram counts smaller than the discounting constantD are pruned.

4.4.7 Discussion

The performance breakdown in terms of broadcast news (BN) and broadcast conversation

(BC) genre are shown in Table 4.14 and Table 4.15 for Mandarinand Arabic respectively.

It is interesting that bigram LSA generally works better on BN than BC in terms of relative

reduction in character error rate although the recognitionaccuracy is much better on BN

than BC. One explanation is that BN is similar to the languagemodel training text that

contains a large amount of newspaper text and only a limited amount of audio transcript.

On the other hand, BC is more spontaneous in nature with more repetition and hesitation

which are rare events on newspaper text.

Figure 4.7 and Figure 4.10 show the recognition error rates per show on the Mandarin

and Arabic development sets respectively. Spikes with positive magnitude mean that bi-

gram LSA is effective or vice versa. Both figures show that bigram LSA is effective across

the majority of the shows. The relative reduction fluctuatesfor the “easy” shows with error

rates less than 6%. A small fraction of misrecognition can result in a big change in the

relative error rates which explains the fluctuation. On the other hand, there are more shows

with positive performance with error rates between 6% to 20%(named as “medium” dif-

ficulty). As the error rate of a show increases, the relative reduction decreases. In general,

the results suggest that bigram LSA is more effective on the shows with “medium” diffi-
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Table 4.14: Lattice rescoring results on broadcast news (BN) and broadcast conversation

(BC) in character error rate using the CMU-InterACT Mandarin transcription system for

the GALE Phase-3 evaluation. * denotes that bigram LSA (biLSA) and trigram LSA

(triLSA) are significantly better than LSA at≤5% level of significance.

Mandarin Dev08 Eval07u

BN Rel. ∆ BC Rel. ∆ BN Rel. ∆ BC Rel. ∆

background 5.4% - 17.8 - 5.6 - 24.8 -

+LSA 5.0 7.4 17.7 0.6 5.6 0.0 24.7 0.4

+biLSA (Kneser) 5.0 7.4 17.0* 4.5 5.4 3.6 24.3 2.0

background (LSA) 5.5 -ve 17.4 2.2 5.7 -ve 24.3 2.0

+LSA 5.2 3.7 17.1 3.9 5.5 1.8 24.2 2.4

+biLSA (Witten) 5.0 7.4 16.6* 6.7 5.2* 7.1 23.9 3.6

+biLSA (Kneser) 4.9* 9.3 16.7 6.2 5.2* 7.1 23.8* 4.0

+triLSA (Kneser) 5.1 5.6 16.3* 8.4 5.2* 7.1 23.9 3.6

+bi&triLSA (Kneser) 5.0 7.4 16.5* 7.3 5.2* 7.1 23.9 3.6

Cross-adaptation with IBM

background 4.2 - 13.7 - 4.1 - 19.6 -

+LSA 4.1 2.4 13.5 1.5 3.9 4.9 19.4 1.0

+biLSA 3.9* 7.1 13.3 2.9 3.6* 12.2 19.3 1.5

background (LSA) 4.2 0.0 13.7 0.0 3.9 4.9 19.4 1.0

+LSA 4.1 2.4 13.6 0.7 3.8 7.3 19.2 2.0

+biLSA 3.8* 9.5 13.5 1.5 3.5* 14.6 19.1 2.6
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Table 4.15: Lattice rescoring results on broadcast news (BN) and broadcast conversation

(BC) in word error rate using the CMU-InterACT Arabic transcription system for the

GALE Phase-3 evaluation. * denotes that bigram LSA (biLSA) is significantly better than

LSA at≤5% level of significance.

Arabic Dev07 Eval07u

BN Rel. ∆ BC Rel. ∆ BN Rel. ∆ BC Rel. ∆

background 11.6 - 19.4 - 20.8 - 24.7 -

+LSA 11.5 0.9 19.2 1.0 20.6 1.0 24.8 -ve

+biLSA (Witten) 11.0* 5.2 19.0 2.1 20.4* 1.9 24.6 0.4

+biLSA (Kneser) 11.0* 5.2 18.9 2.6 20.4* 1.9 24.7 0.0

Cross-adaptation with IBM

background 9.9 - 15.1 - 18.7 - 22.0 -

+LSA 9.8 1.0 15.5 -ve 18.6 0.5 21.9 0.5

+biLSA (Kneser) 9.8 1.0 15.2 -ve 18.2* 2.7 22.1 -ve
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Figure 4.7: Relative reduction in character error rate after bigram-LSA rescoring on the

Mandarin Dev08 development set.
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Figure 4.8: Relative reduction in character error rate after bigram-LSA rescoring on the

Mandarin Eval07u (unsequestered) test set.
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Mandarin Eval07r (retest) test set.
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Figure 4.10: Relative reduction in word error rate after bigram-LSA rescoring on the Ara-

bic Dev07 development set.
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Figure 4.11: Relative reduction in word error rate after bigram-LSA rescoring on the Ara-

bic Dev08 set (unseen).
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Figure 4.12: Relative reduction in word error rate after bigram-LSA rescoring on the Ara-

bic Eval07u (unsequestered) test set.

culty than the “easy” shows. In addition, the results conform with an observation that most

of the recognition errors on the “easy” shows are related to function words but not topical

words. Similar trend is observed on the test sets as shown in Figure 4.8 and Figure 4.9

for Mandarin, and Figure 4.11 for Arabic. One exception is the Arabic Eval07u test set

showing that adaptation is not effective, especially on broadcast conversation. Broadcast

conversation is more disfluent and spontaneous in speaking style compared to broadcast

news. In addition, we lack sufficient training data for better modeling. Therefore, part of

our future work is to have a better model for broadcast conversation.

4.4.8 Practical Issues

Several points are worth mentioning to make bigram LSA work practically. First of all,

the size of bigram LSA can be too big to fit into memory for large-scale evaluation. One

solution is to limit the size of vocabulary to a subset occurring only in word lattices. For

instance, the base vocabulary of our GALE-P3 Arabic transcription system is737k while

the subset on Dev07 is only11k. Therefore, it is sufficient to load only the bigram entries
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Figure 4.13: Overall performance summary after applying the proposed unsupervised lan-

guage model adaptation for the large-scale GALE-P3 evaluation on Mandarin and Arabic.

covered by the subset of vocabulary.

Sentence boundaries do not exist in a word lattice. We employa simple approach to

detect sentence boundaries by mapping a silence token< SIL > into < s > when the

silence duration exceeds a threshold value, say0.2 second. This prevents bigram LSA

from looking up a bigram which results in a wrong backoff to a unigram model.

For stopwords like auxiliary verbs, articles, conjunctions, sentence boundary markers

and punctuations, we do not adapt their N-gram probabilities because predicting stopwords

mostly relies on the syntactic context but not the topical context.

The amount of training data from audio transcripts and newspaper text are unbalanced.

Therefore, it is desirable to put a higher weight on the audiotranscripts than the newspaper

text via reweighting the N-gram counts in the M-step of the bigram LSA training.
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4.5 Summary

We have investigated a Bayesian latent semantic approach for unsupervised language

model adaptation for automatic speech recognition via the N-gram latent Dirichlet-Tree

allocation. Topic caching is more robust against speech recognition errors compared to

word caching for unsupervised language model adaptation. Incremental marginal adap-

tation for lattice rescoring is computationally inexpensive and has yielded improvement

in recognition performance. Latent Dirichlet-Tree allocation generalizes latent Dirichlet

allocation via modeling topic correlation in a tree-based hierarchy, showing rapid train-

ing convergence and competitive language model adaptationperformance. N-gram latent

Dirichlet-Tree allocation has yielded additive gains overlatent Dirichlet-Tree allocation

via relaxing the “bag-of-word” assumption. Efficient modelbootstrapping and smoothing

have made this approach applicable for the large-scale evaluation. Figure 4.13 summarizes

our contributions towards better recognition performanceusing our GALE Mandarin and

Arabic systems. Empirical results have demonstrated the effectiveness of N-gram latent

Dirichlet-Tree allocation for unsupervised language model adaptation, achieving statisti-

cally significant reduction in recognition error rates on two different languages.
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Chapter 5

Bilingual N-gram LSA Based

Adaptation

In Chapter 4, we have shown that monolingual N-gram LSA is effective for unsupervised

language model adaptation for automatic speech recognition. In this chapter, we extend

this idea to crosslingual adaptation for statistical machine translation.

5.1 Bilingual Latent Semantic Analysis

The success of language model adaptation on automatic speech recognition has motivated

applying the same monolingual language model adaptation approach on the target lan-

guage in statistical machine translation (SMT). Former adaptation approach employs an

initial translation of an input text (Kim and Khudanpur, 2003; Paulik et al., 2005a). How-

ever, this scheme may depend on the quality of the initial translation. Moreover, it requires

two decoding passes.

We present a novel bilingual LSA framework (Tam et al., 2007b) to perform language

model adaptation (Tam et al., 2007a) across languages, enabling adaptation from one lan-

guage based on an adaptation text of another language in a single decoding pass. Bilingual

LSA consists of two models based on latent Dirichlet-Tree allocation: one for each lan-
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guage trained on parallel document corpora. The key featureof bilingual LSA is a one-to-

one topic correspondence between a source and target LSA model. For instance, say topic

10 of a source LSA model is about politics. Then topic 10 of a target LSA model also cor-

responds to politics and so forth. During language model adaptation, we first infer topic

mixture weights of a source text using the source LSA model. We then transfer the inferred

mixture weights into LSA (and N-gram LSA) on the target language for language model

adaptation. Since bilingual LSA adapts the target languagemodelbeforetranslation, it

does not require the adaptation text to be pre-translated asin monolingual adaptation. For

the same reason, propagation of translation errors can be avoided by using the source text

for adaptation. The challenge in bilingual LSA is to enforcea one-to-one topic correspon-

dence. Our proposal is to assume that the topic distributionamong a parallel document

pair is identical. The assumption is reasonable for a parallel document pair that are faith-

ful translations. In the variational Expectation-Maximization algorithm, this can be easily

achieved via sharing the variational topic posteriors between a parallel document pair so

that a common latent topic space is enforced in an unsupervised fashion. Since the topic

space is language independent, our approach supports topictransfer in multiple language

pairs in O(G) whereG is the number of languages.

The bilingual LSA framework can also be extended to adapt a translation lexicon via

marginal adaptation (Tam and Schultz, 2007a) so that the likelihood of a bilingual phrase is

sensitive to the topics of an input source text. Thus, a background phrase table is enhanced

with additional phrase scores computed using the adapted translation lexicon. The weights

for the additional phrase and language model feature functions are then optimized via the

minimum error rate training. Figure 5.1 illustrates the idea of topic transfer from a source

to target LSA followed by language model adaptation, translation lexicon adaptation and

phrase table adaptation.

5.1.1 Bilingual LSA Training

Bilingual LSA training is based on sharing the document-level topic posterior distribution

between a parallel document pair. It consists of two stages:In the first stage, we perform
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Chinese−English
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Chinese ASR Chinese−>English SMT

Adapt Adapt Adapt

English sentences

Translation lexicon

Adapt

Phrase table

Mandarin audio

Figure 5.1: Bilingual LSA-based adaptation via transfer oftopic distribution from a source

language to a target language for speech translation.

monolingual LSA training using the variational Expectation-Maximization algorithm (see

equations 4.20–4.25 for latent Dirichlet-Tree allocation) on source documents in parallel

corpora. We use the source LSA to compute the termeEq [log θk] in equation 4.22 for each

source document. In the second stage, we apply the same termeEq [log θk] to bootstrapthe

target LSA, which is the key to enforce a one-to-one topic correspondence. The hyper-

parameters of the variational Dirichlet posteriors of eachnode in the Dirichlet-Tree are

now shared among the source and target models. Precisely, weapply only equation 4.22

with fixed eEq[log θk] in the E-step, and equation 4.25 in the M-step to estimate{p(w|k)}

for the target LSA model. Figure 5.2 illustrates the idea of enforcing a one-to-one topic

correspondence of parallel document pairs during bootstrapping a target LSA model from

a source LSA model denoted asbLSA(src,tgt). Since the topic posteriors are pre-computed,

the E-step is non-iterative resulting in rapid LSA training. In short, given a monolingual

LSA, we can rapidly bootstrap LSA models of new languages using parallel corpora. Since

the topic transfer can be bi-directional, we can perform thebilingual LSA training in a

reverse manner, that is, training a target LSA model followed by bootstrapping a source
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Figure 5.2: LSA bootstrapping via sharing of variational topic posteriors for parallel doc-

uments.

Table 5.1: Size of the parallel training corpora for bilingual LSA training.

Language Words Documents

Chinese 41M 96k

English 50M 96k

LSA model denoted asbLSA(tgt,src). Bilingual LSA training procedure is general and

can be applied to different probabilistic models such as latent Dirichlet allocation and

probabilistic LSA. In our experiments, we employ latent Dirichlet-Tree allocation due

to its stable training convergence and competitive test performance for automatic speech

recognition in Chapter 4.

5.1.2 Experiment

Bilingual LSA was trained using the Chinese–English parallel document corpora consist-

ing of the FBIS corpus, Xinhua News, Hong Kong News, Donga News 1 and Sinorama ar-

ticles. The combined corpora contained96k parallel documents with41M Chinese words

1http://{china,english}.donga.com
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and50M English words as shown in Table 5.1.

Bilingual LSA training did not take advantage of the larger parallel corpora used in

phrase extraction due to the loss of document boundary information. However, encourag-

ing results were still achieved. The number of latent topicsK for bilingual LSA was set

to 200 based on our best knowledge of language model adaptation forautomatic speech

recognition. A balanced binary Dirichlet-tree prior was used. The source and target vocab-

ulary in bilingual LSA were limited to words occurring in thephrase table. The Stanford

Chinese word segmenter (Tseng et al., 2005) was applied to segment the Chinese side of

the parallel corpora. Monolingual LSA training was first applied on the Chinese side fol-

lowed by LSA bootstrapping on the English side. Prior empirical results indicated that the

reverse bootstrapping direction resulted in similar performance. For N-gram LSA training,

we used the English side of the bilingual LSA to bootstrap thebigram LSA and the trigram

LSA as described in Section 4.4.1. Since this is a monolingual N-gram LSA training on

the English side, the background language model training data were included.

5.1.3 Results

The proposed bilingual LSA training approach enforced a one-to-one topic correspon-

dence successfully and extracted parallel topics as shown in Table 5.2. The Chinese and

English topical words in the table are strongly correlated and many of them are translation

pairs, indicating that bilingual LSA works as crosslingualword triggers via topics. Fig-

ure 5.3 demonstrates that our proposed approach leads to rapid training convergence due

to sharing of the variational Dirichlet posteriors with theChinese LSA model compared

to the monolingual English LSA starting with the same flat model. On the other hand, the

monolingual LSA training had a better training likelihood when more training iterations

were applied, which is reasonable since the bootstrapping approach constrain the parame-

ter space so that a one-to-one topic correspondence is satisfied while the parameter space

of monolingual LSA training is unconstrained.
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Table 5.2: Parallel topics extracted bybLSA(CH,EN). Top words on the Chinese side are

translated into English for illustration purposes.

Topic Top words sorted byp(w|k)

CH-40 <fei ‘flying’, �.qianting ‘submarine’,<åfeiji ‘air-

craft’,8¥kongzhong‘in the air’,<qÊfeixingyuan‘pi-

lot’, �Örenwu‘mission’

EN-40 air, sea, submarine, aircraft, flight, flying, ship, test

CH-41 ¥hweixing ‘satellite’, J�hangtian ‘space travel’,�

ófashe ‘launch’, Ô8taikong ‘space’, ¥)zhongguo

‘china’,�bjishu ‘technology’

EN-41 space, satellite, china, technology, satellites, science

CH-42 >3xiaofang ‘fire control’, å�jichang ‘airport’, q

Öfuwu ‘services’, Û ´huojing ‘fire accident’, �

�chuanzhi‘ship’,Æ0chengke‘passengers’

EN-42 fire, airport, services, department, marine, air, service, pas-

sengers

5.2 Crosslingual Language Model Adaptation

Marginal language model adaptation in crosslingual settings can be performed in almost

the same manner as in monolingual settings as described in Section 2.5.3 except that a

source text is used for adaptation in the crosslingual case.Firstly, we estimate the topic

weights of latent Dirichlet-Tree allocation on the source language using equation 5.1.

θ̂
(CH)
k ∝

∏

jc

(
γjc

∑

c′ γjc′

)δjc(k)

(5.1)
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Figure 5.3: Training log likelihood of bootstrapped English LSA from Chinese LSA com-

pared to flat monolingual English LSA.

Then we apply the source topic weights into the target LSA andthe N-gram LSA to obtain

in-domain marginals as in equation 5.2.

pEN(w) =
∑K

k=1 θ̂
(CH)
k · p(EN)(w|k)

pEN(w|v) =
∑K

k=1 θ̂
(CH)
k · p(EN)(w|v, k)

pEN(w|u, v) =
∑K

k=1 θ̂
(CH)
k · p(EN)(w|u, v, k)

(5.2)

Finally, we apply marginal adaptation to incorporate LSA into a background language

model as described in Section 2.5.3. The adapted bigram or trigram LSA are added as

additional language model feature functions to compute theposterior probability of a target

sentence given a source sentence in statistical machine translation (See Section 3.4.4 for

background information).
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Table 5.3: Target word perplexity on MT06 using 67M-word (260M-word) parallel cor-

pora for phrase extraction and 500M-word (2.7B-word) English corpora for language

model training. Vocabulary size of the target language model is 1.3M (4.1M).

Language model Perplexity Rel.∆

Baseline EN 4-gram (500M) 154 -

bilingual LSA-adapted 127 17.5%

mono LSA-adapted 125 18.8%

Baseline EN 5-gram (2.7B) 147 -

bilingual LSA-adapted 131 10.9%

5.2.1 Experiment

The marginal adaptation approach described in Section 2.5.3 was applied to an English

background language model for each source test document. Words on the stopword list2

plus punctuation were filtered out from language model adaptation since the usage of

stopwords usually does not depend on topical context.

5.2.2 Results

Table 5.3 shows that the proposed approach effectively reduced the English word per-

plexity by 17.5% and 10.9% relative for the 4-gram and 5-gramlanguage models used in

the medium-scale system and the GALE system respectively compared to the unadapted

language model. Bilingual LSA adaptation still helped evenon a huge 5-gram language

model trained on a large amount of text. We also performed monolingual language model

adaptation using the translated hypotheses from the decoder. This gave slightly better

performance than bilingual LSA adaptation but with a two-pass decoding scheme.

2See http://www.dcs.gla.ac.uk/idom/irresources/linguisticutils/stopwords, last consulted 22 October

2008
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5.3 Translation Lexicon Adaptation

Not only the bilingual LSA approach applies for language model adaptation, but it also

applies for translation lexicon adaptation. Translation lexicon adaptation is motivated from

an observation that a source word can be translated into different target words depending

on a topical context. One popular example is the word “bank” which can be related to

either a “financial bank” or a “river bank”. The adapted translation lexicon can be used to

score the phrase pairs depending on the topical context of aninput document. Motivated by

information theory, we formulate the problem as marginal adaptation under the bilingual

LSA framework. The goal is to minimize the Kullback-Leiblerdivergence between the

adapted lexiconpa(c|e) and the background lexiconpbg(c|e) such that the lexical marginals

computed from the adapted lexicon are equal to the in-domainsource marginalsp(c|dch)

that are estimateda priori using the source documentdch. Thus the objective function to

minimize is as in equation 5.3,

Minimize
∑

e pa(e) ·KL (pa(.|e)||pbg(.|e))

such that ∀c :
∑

e pa(e) · pa(c|e) = p(c|dch)

∀e :
∑

c pa(c|e) = 1

(5.3)

We write the Lagrangian of the objective function, take the derivative with respect to

pa(c|e) and set it to zero (equation 5.4–5.5):

D(pa(.|.)) =
∑

e pa(e) ·
∑

c pa(c|e) · log pa(c|e)
pbg(c|e)

−
∑

c λc (
∑

e pa(e) · pa(c|e)− p(c|dch))

−
∑

e µe (
∑

c pa(c|e)− 1)

(5.4)

∂D(.)

∂pa(c|e)
= pa(e) · (1 + log pa(c|e)

pbg(c|e)
)− λc · pa(e)− µe = 0

⇒ pa(c|e) ∝ pbg(c|e) · e
λc ∝ pbg(c|e) · e

∑

j λj ·fj(c,e)
(5.5)

where

fj(c, e) =

{

1 if c = j

0 otherwise
(5.6)
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fj(c, e) is a unigram feature function independent ofe. Since the solution of the adapted

lexicon is in an exponential form, the optimization problemis similar to the maximum en-

tropy settings. Therefore, we solveλj using the generalized iterative scaling (GIS) (Dar-

roch and Ratcliff, 1972) as in equation 5.7–5.11,

∀j : λ
(t+1)
j = λ

(t)
j + log

Ẽ[fj(c, e)]

E[fj(c, e)]
(5.7)

= λ
(t)
j + log

∑

c,e p̃(c, e|dch) · fj(c, e)
∑

c,e p
(t)
a (c|e) · pa(e) · fj(c, e)

(5.8)

= λ
(t)
j + log

∑

e p̃(c = j, e|dch)
∑

e p
(t)
a (c = j|e) · pa(e)

(5.9)

= λ
(t)
j + log

p(c = j|dch)
∑

e p
(t)
a (c = j|e) · pa(e)

(5.10)

≈ λ
(t)
j + log

p(c = j|dch)
∑

e p
(t)
a (c = j|e) · pblsa(e|dch)

(5.11)

wheret denotes the GIS iteration index withp(0)
a (c|e) = pbg(c|e) andλ

(0)
j = 0.

pa(e) is approximated by the English LSA marginalspblsa(e|dch) from the bilingual LSA.

Since the range ofe in (5.11) is limited to the number of possible translation word pairs

(c, e) in the lexicon, computing the denominator term is efficient without evaluating all

possiblee. We estimatep(c|dch) using the smoothed relative word frequency of the source

text with the Good-Turing discounting scheme. Since the optimization is convex, a global

optimal solution of the adapted lexicon is guaranteed. Since the source marginalsp(c|dch)

are accurately estimated using the source text, the adaptedlexicon is expected to outper-

form the background lexicon in terms of the conditional likelihoodp(C|E) whereC = cI
1

andE = eJ
1 denote the translation pair of a Chinese and English sentence respectively.

5.3.1 Phrase Table Adaptation

Ideally, an adapted translation lexicon can be applied directly during phrase extraction.

But this involves an extra implementation work into a phraseextraction algorithm. An

alternative approach is to take a background phrase table and assume that good phrase
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pairs are already captured in the table. With the adapted translation word lexicons, we can

score each phrase pair (cI
1, e

J
1 ) in the background phrase table similar to the IBM Model1

(equation 5.12),

pa(c
I
1|e

J
1 ) =

I∏

i=1

1

Ji

·

Ji∑

j

pa(ci|ej) (5.12)

where0 < Ji ≤ J denotes the effective number of target wordsej aligned to a source word

ci after pruning the unlikely lexical entry with probability less than10−4 in the adapted

translation word lexicon. The motivation is to have a “sharper” average of word probabil-

ity and thus making the phrase score more discriminative. The NULL modelp(c|NULL)

or the minimum ofp(c|NULL) is used as a backoff model to avoid a zero probability for

an unseen translation.pa(e
J
1 |c

I
1) can be defined in the same manner. For phrase table adap-

tation, these two bilingual LSA-adapted phrase scores are simply added to the background

phrase table for subsequent minimum error rate training andSMT decoding.

5.3.2 Results

Marginal adaptation resulted in a sharper translation lexicon in which the uncertainty of a

word-to-word translation was reduced. With the word context “according to a report by

south korean ytn cable tv”, for instance, the probability of translating the Englishword

Korea into the related (correct) Chinese translation8) hanguowas boosted from0.32

to 0.57 while the probability of unrelated (incorrect) translation6¯ fangwen‘visit’ was

greatly de-emphasized from1.8 × 10−4 to 8.7 × 10−7 after bilingual LSA adaptation.

Redistribution of probability mass from the unrelated words to the related words occurs

during translation lexicon adaptation according to the topical context of a source text.

5.4 Text Translation Results

The upper section of Table 5.4 shows the translation performance in BLEU and NIST

on MT06 using the medium-scale SMT system. 2% relative improvement in BLEU was
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Table 5.4: MT06 evaluation results on BLEU and NIST using 67M-word (260M-word)

parallel corpora for phrase extraction and 500M-word (2.7B-word) English corpora for

language model training. Vocabulary size of the target language model is 1.3M (4.1M).

Four English references are used for scoring. English bigram LSA (biLSA) and trigram

LSA (triLSA) are applied. * denotes that bilingual LSA adaptation is significantly better

than the unadapted baseline at 95% confidence interval.

Language model BLEU (%) Rel.∆ NIST Rel.∆

Baseline EN 4-gram (500M) 28.06 - 8.71 -

bilingual LSA-adapted 28.62 2.0 8.80 1.0

bilingual LSA-adapted lexicon 28.59 1.9 8.92* 2.4

bilingual LSA-adapted + lexicon 28.91* 3.0 8.97* 3.0

mono LSA-adapted 28.41 1.2 8.81 1.1

mono LSA-adapted lexicon 28.72 2.4 8.96* 2.9

mono LSA-adapted + lexicon 28.97* 3.2 9.00* 3.3

bilingual LSA-adapted + biLSA 29.08* 3.6 8.99* 3.2

bilingual LSA-adapted + triLSA 29.42* 4.8 9.05* 3.9

bilingual LSA-adapted + bi & triLSA 29.42* 4.8 9.08* 4.2

bilingual LSA-adapted + lexicon + triLSA 29.38* 4.7 9.04* 3.8

Baseline EN 5-gram (2.7B) 31.49 - 9.23 -

bilingual LSA-adapted 31.94 1.4 9.31 0.9

bilingual LSA-adapted lexicon 32.03 1.7 9.34 1.2

bilingual LSA-adapted + lexicon 32.09 1.9 9.37 1.5

bilingual LSA-adapted + triLSA 32.13 2.0 9.37 1.5

bilingual LSA-adapted + lexicon + triLSA 32.28 2.5 9.38* 1.6
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achieved compared to the unadapted baseline after applyingbilingual LSA-based language

model adaptation and translation lexicon adaptation separately. When both techniques

were applied simultaneously, the gain was additive giving 3% relative improvement in

BLEU compared to the unadapted baseline. The improvement was statistically significant

at a 95% confidence interval [27.29%,28.84%] with respect tothe unadapted baseline.

The same performance trend in NIST was also observed with 3% relative improvement

compared to the unadapted baseline. The improvement was statistically significant at a

95% confidence interval [8.61,8.85] with respect to the unadapted baseline.

The middle section of Table 5.4 shows that monolingual LSA adaptation using the

first-pass translated hypotheses achieved a similar performance compared to bilingual LSA

adaptation using a source text. In other words, the source text and the initial MT hypothe-

ses were equally effective for LSA adaptation since LSA is robust against translation er-

rors in the adaptation text. We conjecture that the quality of translation of topical unigrams

should be acceptable in the initial translation. But in terms of computation, bilingual LSA

is more elegant and requires only a single decoding pass compared to monolingual LSA.

Table 5.5 shows some sample sentences demonstrating some degree of semantic para-

phrasing with bilingual LSA, such aspeople of DenmarkversusDanish people, andtold

versussighed.

We applied bigram and trigram LSA as the additional languagemodel feature func-

tions. Table 5.4 shows that bigram LSA yielded additive relative improvement by 1.6%

and 2.2% in BLEU and NIST respectively compared to bilingualLSA. Replacing bigram

LSA with trigram LSA achieved further relative improvementby 1.2% and 0.7% in BLEU

and NIST respectively compared to bigram LSA. Adding bigramLSA and trigram LSA

together yielded slight gain in NIST but equal performance in BLEU. This implies that tri-

gram LSA already covers most of the information from bigram LSA. Incorporating only

trigram LSA is sufficient for good performance and avoids thebigram LSA training.

The lower section of Table 5.4 shows the translation performance using the GALE-

P2.5 SMT system. The performance trend was similar to the medium-scale system. Im-

provement in BLEU and NIST were observed after applying bilingual LSA-based lan-

guage model adaptation and translation lexicon adaptation. Additive gain was obtained
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Table 5.5: Examples demonstrating some degree of semantic paraphrasing with bilingual

LSA.

Sample output 1

Baseline To achieve the extensive support from the interna-

tional community to save this problem, thegovern-

ment of Denmark, and Denmark is very important.

Bilingual LSA To achieve the extensive support from the interna-

tional community to save this problem, theDanish

government and people of Denmarkis very impor-

tant.

Reference It is extremely important to theDanish government

and the Danish peopleto obtain the broad support

of the international community to pass through this

difficulty.

Sample output 2

Baseline In an interviewHoffman CBS news magazine “60

minutes” ...

Bilingual LSA Hoffman told the CBS news magazine “60 minutes”

...

Reference Hoffman sighed when doing an interview with

America’s CBS news magazine “60 minutes”
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after applying both techniques together, yielding 1.9% relative improvement in BLEU

compared to the unadapted baseline. Adding trigram LSA further improved the BLEU

score with 2.5% relative improvement compared to the unadapted baseline. The gain in

BLEU was reduced compared to the results on the medium-scalesetting, and it was not

statistically significant marginally at a 95% confidence [30.70,32.34] with respect to the

unadapted baseline. This may be explained by having a stronger baseline 5-gram language

model with an increased amount of training text and a better word reordering strategy in

the GALE system. The overall improvement in NIST followed a similar trend with 1.6%

relative improvement compared to the unadapted baseline. The gain was statistically sig-

nificant at a 95% confidence interval [9.147,9.378] with respect to the unadapted baseline.

5.4.1 Human Evaluation

Human evaluation was carried out to compare the translationperformance of the bilingual

LSA-adapted GALE SMT system with the unadapted baseline. For comparison purposes,

only the test sentences which had different translations from the SMT systems were con-

sidered. Due to limited resources, only a random subset of test sentences was used. The

test sentences were randomly divided into the core set and the remaining set. Each grader

worked on the same core set while the remaining set was subdivided into non-overlapping

sets for each grader. The core set and the grader-specific setcontained30 and131 sen-

tences respectively. Each grader assigned two scores to each sentence from two different

systems based on fluency and adequacy with respect to the English references ranging

from 1 (worst) to5 (best). Four graders were involved in the human evaluation.

Table 5.6 shows the human evaluation results in sentence fluency and adequacy. Con-

sistent improvement in fluency but slight degradation in adequacy were observed across

most graders on the bilingual LSA-adapted sentences. Overall, bilingual LSA achieved

a better average score than the unadapted baseline althoughthe gain was not statistically

significant. Table 5.7 shows an example in which bilingual LSA gives a better fluency than

the unadapted baseline.

It is surprising that slight degradation of adequacy was observed in the human eval-
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Table 5.6: Human evaluation results on sentence fluency and adequacy on MT06 using the

GALE Phase-2.5 SMT system compared with the bilingual LSA (bLSA). Worst score is1

and the best score is5.

Fluency Adequacy Average

Grader ID baseline bLSA baseline bLSA baseline bLSA

1 3.15 3.29 3.76 3.70 3.46 3.50

2 3.34 3.38 3.28 3.26 3.31 3.32

3 2.88 3.03 2.97 2.95 2.93 2.99

4 3.96 4.00 3.92 3.79 3.94 3.90

Table 5.7: Example where bilingual LSA gives a better fluencythan the unadapted base-

line.

Sample output 3

Baseline It is necessary to cultivate the sense of innovation

in the whole society, vigorously promoteinnovative

spirit, courage competition, strive to create a good

atmosphere of talent.

Bilingual LSA It is necessary to cultivate the sense of innovation in

the whole society, vigorously promotethe spirit of

innovation, and be bold enough to compete and

strive to create a good atmosphere of talent.

Reference Anhui must foster innovative knowledge among the

entire society, greatly promotea spirit of willingness

to innovate and compete, andexert itself to build an

excellent atmosphere where human resources come

forth in large numbers.
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Table 5.8: MT06 evaluation results on the average recall using the GALE-P2.5 SMT sys-

tem.

Language model Recall (%) Rel.∆

Baseline EN 5-gram (2.7B) 46.99 -

bilingual LSA-adapted 47.45 1.0

bilingual LSA-adapted lexicon 47.44 1.0

bilingual LSA-adapted + lexicon 47.74 1.6

bilingual LSA-adapted + triLSA 48.02 2.2

bilingual LSA-adapted + lexicon + triLSA 47.93 2.0

uation results. Perhaps the number of graders is not large enough to represent the actual

performance. Therefore, we employ recall to measure meaning preservation as follows:

Recall =
# of matched unigram

# of unigram in a reference
(5.13)

Before calculating the recall, stopwords and punctuationswere removed before the calcu-

lation. Since MT06 has four English references, recall of each reference was computed and

the average value is shown in Table 5.8 using the translated hypotheses from the GALE-

P2.5 system. Our approaches achieved better recall compared to the unadapted baseline,

suggesting that bilingual LSA adaptation may preserve the meaning of source text better.

5.4.2 Discussion

Table 5.9 and Table 5.10 shows the performance breakdown in newsgroup (NG), newswire

(NW) and broadcast news (BN) in BLEU and NIST respectively. Adaptation consistently

helped on the newswire documents using the medium-scale andthe GALE-P2.5 SMT sys-

tem. This observation is reasonable since the training dataare mostly from newswire. On

the other hand, adaptation performance on broadcast news and newsgroup are inconsistent.

Figure 5.4 and Figure 5.5 shows the corresponding relative improvement in BLEU per doc-

ument using the medium-scale and the GALE-P2.5 SMT system respectively. The trends
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Figure 5.4: Relative BLEU improvement of LSA adaptation compared to the unadapted

baseline per document on MT06 using the medium-scale SMT system (500M).
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Figure 5.5: Relative BLEU improvement of LSA adaptation compared to the unadapted

baseline per document on MT06 using the GALE-P2.5 SMT system(2.7B).
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Table 5.9: MT06 evaluation results on newsgroup (NG), newswire (NW) and broadcast

news (BN) genre measured on BLEU using 67M-word (260M-word)parallel corpora for

phrase extraction and 500M-word (2.7B-word) English corpora for language model train-

ing. Vocabulary size of the target language model is 1.3M (4.1M). Four English references

are used for scoring.

BLEU (%)

Language model NG Rel.∆ NW Rel. ∆ BN Rel. ∆

Baseline EN 4-gram (500M) 23.62 - 28.38 - 30.98 -

bilingual LSA-adapted 23.93 1.3 29.19 2.9 31.29 1.0

bilingual LSA-adapted lexicon 24.22 2.5 28.81 1.5 31.60 2.0

bilingual LSA-adapted + lexicon 24.76 4.8 29.38 3.5 31.33 1.1

mono LSA-adapted 23.78 0.7 28.95 2.0 31.10 0.4

mono LSA-adapted lexicon 24.30 2.9 29.25 3.1 31.24 0.8

mono LSA-adapted + lexicon 24.79 5.0 29.51 4.0 31.30 1.0

bilingual LSA-adapted + biLSA 24.73 4.7 29.72 4.7 31.39 1.3

bilingual LSA-adapted + triLSA 25.10 6.3 30.22 6.5 31.42 1.4

bilingual LSA-adapted + bi & triLSA 25.22 6.8 30.35 6.9 31.22 0.8

bilingual LSA-adapted + lexicon + triLSA 25.14 6.4 30.09 6.0 31.50 1.7

Baseline EN 5-gram (2.7B) 27.71 - 31.34 - 34.72 -

bilingual LSA-adapted 27.97 0.9 31.95 1.9 35.02 0.9

bilingual LSA-adapted lexicon 27.73 0.1 31.85 1.6 35.68 2.8

bilingual LSA-adapted + lexicon 27.70 -ve 32.08 2.4 35.52 2.3

bilingual LSA-adapted + triLSA 28.01 1.1 32.10 2.4 35.41 2.0

bilingual LSA-adapted + triLSA + lexicon 27.75 0.1 32.26 2.9 35.84 3.2
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Table 5.10: MT06 evaluation results on newsgroup (NG), newswire (NW) and broadcast

news (BN) genre measured on NIST using 67M-word (260M-word)parallel corpora for

phrase extraction and 500M-word (2.7B-word) English corpora for language model train-

ing. Vocabulary size of the target language model is 1.3M (4.1M). Four English references

are used for scoring.

NIST

Language model NG Rel.∆ NW Rel. ∆ BN Rel. ∆

Baseline EN 4-gram (500M) 7.15 - 8.51 - 8.32 -

bilingual LSA-adapted 7.25 1.4 8.61 1.2 8.39 0.8

bilingual LSA-adapted lexicon 7.39 3.4 8.71 2.4 8.46 1.7

bilingual LSA-adapted + lexicon 7.45 4.2 8.77 3.1 8.46 1.7

mono LSA-adapted 7.25 1.4 8.63 1.4 8.38 0.7

mono LSA-adapted lexicon 7.44 4.1 8.78 3.2 8.43 1.3

mono LSA-adapted + lexicon 7.50 4.9 8.83 3.8 8.45 1.6

bilingual LSA-adapted + biLSA 7.48 4.6 8.78 3.2 8.49 2.0

bilingual LSA-adapted + triLSA 7.55 5.6 8.88 4.3 8.44 1.4

bilingual LSA-adapted + bi & triLSA 7.61 6.4 8.94 5.1 8.46 1.7

bilingual LSA-adapted + lexicon + triLSA 7.58 6.0 8.88 4.3 8.44 1.4

Baseline EN 5-gram (2.7B) 7.79 - 8.96 - 8.73 -

bilingual LSA-adapted 7.83 0.5 9.08 1.3 8.75 0.2

bilingual LSA-adapted lexicon 7.91 1.5 9.10 1.6 8.78 0.6

bilingual LSA-adapted + lexicon 7.90 1.4 9.15 2.1 8.78 0.6

bilingual LSA-adapted + triLSA 7.87 1.0 9.12 1.8 8.84 1.3

bilingual LSA-adapted + triLSA + lexicon 7.92 1.7 9.13 1.9 8.83 1.1
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Table 5.11: Translation results after crosslingual language model adaptation on the unse-

questered broadcast news portion of the Mandarin Eval07 test set (Eval07u.BN) using the

GALE-P2.5 SMT system with different number of latent topicsK in bilingual LSA.

Source input BLEU (%) Rel.∆ NIST Rel.∆

Reference (OOV=0.075%) 17.37 - 5.53 -

K=100 17.69 1.8 5.58 0.9

K=200 17.74 2.1 5.59 1.1

K=300 17.51 0.8 5.56 0.5

on both graphs are different: Adaptation helps on documentswith high BLEU scores (say

≥35%) using the medium-scale system while it is the opposite using the GALE-P2.5 sys-

tem. On the other hand, adaptation generally helped on documents with BLEU scores

between 20%–30% on both systems.

5.5 End-to-End Translation

For end-to-end speech translation, we evaluated the effectiveness of topic adaptation using

different source inputs on our GALE-P2.5 Mandarin-EnglishSMT system without part-

of-speech reordering feature. To investigate the effect oftopic adaptation on transcription

towards downstream translation, we translated word hypotheses from unadapted and LSA-

adapted GALE-P3 Mandarin transcription systems with character error rates 5.6% and

5.2% respectively on the unsequestered broadcast news portion of Eval07 test set. We also

translated manual transcription to serve as an upper-boundperformance for comparison.

5.5.1 Optimal Number of Topics

Table 5.11 shows the performance of crosslingual language model adaptation with differ-

ent number of latent topics in bilingual LSA. With the numberof topics set to 200, bilin-

gual LSA yielded the best translation performance in terms of BLEU and NIST. Same
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result was found in monolingual language model adaptation for automatic speech recog-

nition in Section 4.1.3.

5.5.2 Results

Table 5.12 shows the development of Mandarin-English speech translation using the GALE

transcription and translation systems. Translation on theN-gram LSA-adapted word hy-

potheses with lower character error rate translated to better translation performance suc-

cessfully, yielding 0.9% relative improvement in both BLEUand NIST compared to the

background unadapted word hypotheses. Using manual transcription as inputs gave the

best translation performance with 5.9% and 4.7% relative improvement in BLEU and

NIST respectively compared to the background unadapted word hypotheses.

Although the Chinese side of the parallel corpora and the inputs were segmented us-

ing the Stanford segmenter consistently, the out-of-vocabulary (OOV) rate on the manual

transcription was 1.7%, which was moderately high due to theability of the Stanford

segmenter to hypothesize new vocabulary during segmentation. Unfortunately, the out-

of-vocabulary Chinese words cannot be translated because of the possible segmentation

mismatch with a phrase table. Therefore, we attempted to reduce the mismatch via seg-

mentation refinement. First, we extracted the Chinese wordsfrom the phrase table to form

a word list. Then, a maximal matching segmenter with this word list was applied on the

Chinese test inputs that were segmented with a Stanford segmenter. As a result, the OOV

terms were further segmented into smaller terms which may conform better to the seg-

mentation of the phrase table. As shown in the second sub-table of Table 5.12, the OOV

rate dropped significantly to less than 0.1%. In addition, segmentation refinement trans-

lated to better translation performance, yielding 3% relative improvement in BLEU on the

manual transcription compared to the corresponding counterpart with Stanford segmenta-

tion only. Similar results were obtained on the automatic transcription with 2.8% relative

improvement in BLEU compared to the corresponding counterparts. In other words, the

benefit of using N-gram LSA-adapted word hypotheses was maintained after segmentation

refinement.
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Table 5.12: Speech translation results on the unsequestered broadcast news portion of

the Mandarin Eval07 test set (Eval07u.BN) on BLEU and NIST using the GALE-P2.5

SMT system. Source inputs are word hypotheses from an unadapted background GALE-

P3 Mandarin transcription system (CER=5.6%), an N-gram LSA-adapted (CER=5.2%),

and a manual reference (CER=0%). Confusion-network-like English references are used

for scoring. Relative improvement in BLEU and NIST are reported with respect to the

unadapted background word hypotheses before segmentationrefinement.

Source input BLEU (%) Rel.∆ NIST Rel.∆

ASR hypo (background) 15.92 - 5.28 -

ASR hypo (N-gram LSA) 16.07 0.9 5.33 0.9

Reference (OOV=1.7%) 16.86 5.9 5.53 4.7

After Segmentation Refinement

ASR hypo (background) 16.36 2.8 5.28 0.0

ASR hypo (N-gram LSA) 16.52 3.8 5.34 1.1

Reference (OOV=0.075%) 17.37 9.1 5.53 4.7

After LM Adaptation

ASR hypo (background) 16.67 4.7 5.34 1.1

ASR hypo (N-gram LSA) 16.80 5.5 5.37 1.7

Reference (OOV=0.075%) 17.74 11.4 5.59 5.9

After Lexical Adaptation

ASR hypo (background) 16.52 3.8 5.32 0.8

ASR hypo (N-gram LSA) 16.90 6.2 5.40 2.3

Reference (OOV=0.075%) 17.72 11.3 5.58 5.7

After LM + Lexical Adaptation

ASR hypo (background) 16.88 6.0 5.37 1.7

ASR hypo (N-gram LSA) 17.18 7.9 5.43 2.8

Reference (OOV=0.075%) 17.99 13.0 5.63 6.6
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After segmentation refinement, we applied crosslingual adaptation on target language

models, translation lexicons and phrase tables incrementally as shown in Table 5.12. Simi-

lar to the results on text translation, language model adaptation and translation model adap-

tation improved the translation performance individually. When both adapted models were

applied simultaneously, the gain was additive, yielding 3.2–3.6% relative improvement in

BLEU and 1.7–1.8% relative improvement in NIST compared to the corresponding coun-

terparts of the unadapted SMT systems. However, the improvement was not statistically

significant at a 95% confidence interval [15.12%,17.65%] in BLEU and [5.100,5.459] in

NIST compared to the unadapted speech translation system. Overall, it is beneficial to

apply topic adaptation to improve recognition accuracy that translates to better translation

performance. In addition, the gain from better recognitionaccuracy and sharper translation

models after topic adaptation were additive, yielding 1.8%and 1.1% relative improvement

in BLEU and NIST respectively compared to the background unadapted word hypotheses.

Comparing with the translation results on manual transcription, there is still much room

for further improvement in speech translation. In other words, we expect that improving

the upstream recognition accuracy will improve the downstream translation performance.

5.6 Non-Parallel Bilingual Latent Semantic Analysis

We have shown the effectiveness of bilingual latent semantic analysis for crosslingual

adaptation for statistical machine translation. The limitation of bilingual latent semantic

analysis is the requirement of parallel corpora for model training. Since parallel corpora

are more expensive to collect than monolingual non-parallel corpora, incorporating non-

parallel corpora into bilingual latent semantic analysis is attractive. Moreover, non-parallel

corpora generally cover a broader range of topics and vocabulary than parallel corpora.

The main issue is that blind incorporation of non-parallel corpora may destroy a one-to-

one topic correspondence in bilingual latent semantic analysis since the alignment between

a source and target monolingual document is unknown or even non-existent.

To work around the issue of the unknown document alignment, we employ a semi-

supervised learning approach where some parallel seed documents are given. The smooth-
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Figure 5.6: Parallel clusters formed by monolingual documents (black dots) usingM

parallel seed documents.

ness assumption (Chapelle et al., 2006) says that if two points x1 andx2 are close in a

high-density region, the corresponding outputsy1 andy2 should be close as well. In our

setting, each parallel source-target document pair is treated as an input-output point in

some spaces. With the smoothness assumption, we associate amonolingual non-parallel

document to the closest parallel document via a document similarity measure and discard

those that are distant to all parallel documents. As a result, a partial alignment between a

source and target monolingual non-parallel documents is recovered at the document clus-

ter level. The parallel clusters then serve as constraints for the cluster-based bilingual LSA

training via the Lagrangian theory (Tam and Schultz, 2009).

5.6.1 Parallel Clusters

We propose a platform for integrating monolingual non-parallel documents via parallel

clusters. The concept of parallel clusters is depicted in Figure 5.6. The idea is to use

parallel seed documents to form the initial clusters containing only a single document.

Then a parallel cluster is populated by associating each monolingual source and target

documents to the corresponding closest parallel document based on a similarity measure.

We represent each documentd as aK-dimensional topic posterior vectorp(k|d) inferred
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by monolingual LSA. The distance between two documents is computed as follows:

D(d, dc) =
K∑

k=1

√

p(k|d) · p(k|dc) (5.14)

wheredc is a parallel seed document in clusterc. When the distance is equal to one,

the input documents are considered identical in the topic sense. Consequently, partial

document alignment between monolingual documents is recovered at the cluster level.

Intuitively, monolingual documents within a cluster are expected to come from similar

topics. We prevent “noisy” monolingual documents from folding into a cluster by setting

a thresholdτ so that any monolingual document with distance larger thanτ from all cluster

centroids is removed.

5.6.2 Cluster-based Bilingual LSA Training

The development of cluster-based bilingual LSA training assumes that the average topic

distribution between a source and target cluster is identical. In other words, a one-to-

one topic correspondence among a pair of parallel cluster isassumed. Given a pair of

parallel clusterC = {C(i), C(j)} wherei andj represent the index of the source and target

language respectively, this assumption can be encoded as follows:

∀k : E[p(i)(k|C(i))] = E[p(j)(k|C(j))] (5.15)

=⇒

∑

d∈C(i) p(i)(k|d)

|C(i)|
=

∑

d∈C(j) p(j)(k|d)

|C(j)|
(5.16)

whered andk denote a document and a topic index respectively. For monolingual LSA

training using latent Dirichlet allocation (Blei et al., 2003), the lower bound of the log

likelihood of a documentWd = w1...wNd
, denoted as Q(Wd), is:

log

∫

θ

∑

Z

p(Wd, Z, θ) = log

∫

θ

p(θ)

Nd∏

n=1

p(zn|θ) · p(wn|zn)

≥ Eq[log
p(θ)

q(θ)
] +

Nd∑

n=1

(

Eq[log
p(zn|θ)

q(zn)
] + Eq[log p(wn|zn)]

)

= Q(Wd)
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whereZ = z1...zNd
andθ denote the latent topic sequence and the topic distributionvector

sampled from a Dirichlet prior respectively. The lower-bound value is achieved via the

Jensen’s inequality using a factorizable variational posterior distribution over the latent

variablesq(Z, θ|d) = q(θ)
∏Nd

n=1 q(zn). Therefore, the objective function for bilingual

LSA training with a pair of cluster is the sum of the lower-bound log likelihood of the

documents in the source and target cluster subject to the topic correspondence constraint

in equation 5.16. With the Lagrange multipliersλCk, the objective function is shown as

follows:

Q(W ; Λ, Γ) =
∑

d∈C(i)

Q(i)(Wd; Λ, Γ) +
∑

d∈C(j)

Q(j)(Wd; Λ, Γ)

+
∑

C,k

λCk

(∑

d∈C(i) p(i)(k|d)

|C(i)|
−

∑

d∈C(j) p(j)(k|d)

|C(j)|

)

wherep(k|d) ≈

∑Nd

n=1 q(zn = k|d)

Nd

for largeNd

To derive the E-steps, we compute the partial derivative ofQ(W ; Λ, Γ) with respect to

q(i)(zn = k|d) subject to
∑K

k=1 q(i)(zn = k|d) = 1 which yields the following solution:

q(i)(zn = k|d) = p(i)(wdn|k) · eEq[log θ
(i)
k

]+µ
(i)
dn · e

λCk

|C(i)|·N
(i)
d (5.17)

whereµ
(i)
dn is the Lagrange multiplier for probability normalization in q(i)(zn = k|d). If we

assume that each document has the same number of words so thatNd ≈ N , we can use

equation 5.17 to construct the estimatedp(k|d) which are put back to the left hand side of

equation 5.16. After rearranging terms of the resulting equation, we obtain the following

result:

e
λCk

|C(i)|·N = E[p(k|C(j))]

1

|C(i)|·N

∑

d∈C(i)

∑

n p(i)(wdn|k)·e
Eq[log θ

(i)
k

]+µ
(i)
dn

(5.18)

≈ E[p(k|C(j))]

E[p(k|C(i))]
= rj/i(k|C) (5.19)

whererj/i(k|C) is the topic ratio between the target and source cluster inC. Substituting

rj/i(k|C) into equation 5.17 and using the E-steps of latent Dirichletallocation introduced

in Chapter 2, we arrive at the following variational E-stepsfor a source document inC(i):
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E-steps:

q(i)(zn = k|d) ∝ p(i)(wdn|k) · eEq [log θ
(i)
k

] · rj/i(k|C) (5.20)

γ
(i)
dk = α

(i)
k +

N
(i)
d∑

n=1

q(i)(zn = k|d) (5.21)

The E-steps resemble those in latent Dirichlet allocation except that an extra termrj/i(k)

is introduced to enforce a one-to-one topic correspondencebetweenC(i) andC(j) in equa-

tion 5.15. By symmetry, the E-steps for documents on the target languagej can be pro-

ceeded in a similar fashion. After performing the E-steps onall monolingual documents,

rj/i(k|C) is updated using equation 5.19 which are then substituted back to the E-steps

iteratively until convergence is reached. The M-step is thesame as the derivation in latent

Dirichlet allocation.

5.6.3 Experiment

The bilingual LSA training employed parallel Chinese–English corpora from the Donga

news websites containing 28k parallel documents with 13M Chinese characters and 9M

English words. We applied latent Dirichlet-Tree allocation with 50 latent topics. We

employed a small-scale RT04 SMT system to evaluate the performance of crosslingual

language model adaptation.

To show the progress of incorporating the pseudo and the realmonolingual non-parallel

corpora into bilingual LSA, we randomly split the corpora into two parts: 10% of the doc-

uments (2.8k) as parallel seed documents and the remaining 90% as pseudo-monolingual

documents (25k) where a one-to-one document correspondence was omitted. We com-

pared different bilingual LSA training scenarios fromA to F as shown in Table 5.13.

ScenarioA used only 10% of the parallel corpora as a baseline. ScenarioB incorporated

the remaining 90% of pseudo-monolingual portion in addition to scenarioA without con-

straint, i.e. the topic ratiosr∗/∗(k|C) in equation 5.20 were set to 1 meaning that parallel

clusters were not applied. ScenarioC had similar settings as scenarioB except that the

parallel clusters were applied. ScenarioD resembled scenarioB except using the real
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Table 5.13: Bilingual LSA training scenarios with pseudo monolingual (p-mono) Donga

news and real monolingual Xinhua news 2004 corpora.
Scenario # Chinese doc # English doc

A. 10% // (baseline) 2.8k 2.8k

B. + p-mono (blind) +14.5k +13.7k

C. + p-mono (// cluster) +14.5k +13.7k

D. + real mono (blind) +18.4k +19.2k

E. + real mono (// cluster) +18.4k +19.2k

F. 100% // (golden-line) 28k 28k

monolingual non-parallel corpora from the Chinese and English Xinhua news 2004 cor-

pora. ScenarioE shared the same rationale as scenarioC but using the real monolingual

non-parallel corpora. ScenarioF served as an ideal case where 100% parallel corpora

were available. We compared these scenarios for crosslingual language model adapta-

tion at the story level using the manual transcription of theRT04 test set of the source

language comprising CCTV, NTDTV and RFA shows. Performancemetrics were target

word perplexity and BLEU.

5.6.4 Results

Table 5.14 shows the topnewwords discovered by bilingual LSA from the pseudo-monolingual

corpora after filtering out words which were already coveredin the parallel seed docu-

ments. The new words tended to be crosslingual word triggerssuggesting that our ap-

proach worked well in the pseudo-monolingual case. Table 5.15 shows the results in tar-

get word perplexity and BLEU after crosslingual language model adaptation via marginal

adaptation. The baseline bilingual LSA in scenarioA showed reduction in perplexity

compared to the unadapted language model which was surprisingly decent given the small

amount of parallel training data. Incorporating pseudo-monolingual documents further re-

duced perplexity in scenarioC compared to scenarioA, and approached to the ideal case

in scenarioF using the full parallel corpora. Given that scenarioA andF set the over-
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Table 5.14: New topical words which are not covered by the parallel corpora are extracted

by bilingual LSA using pseudo-monolingual corpora. Words on the Chinese side are trans-

lated into English for illustration purpose.
Topics Top new words sorted by p(w|k)

“CH (Art)” film reward, ballet, art festival,ballet club,

edinburgh, orchestra, rock-n-roll,spartacus

“EN (Art)” ballet, ballads,edinburgh, pianist,

hop, hip, boa,spartacus, wax, sf, swan, beast, oscar,

“CH (Economy)” export rate, life condition, 2nd season

international oil,durable, greenspan, trade deficit,

“EN (Economy)” diesel,greenspan, durable, dived,

revalation, bottomed, recessions, nonferrous, iea

“CH (Electronics)” router, broadband service, album,

connector, bundled with, coupon, broadcast

“EN (Electronics)” 3g, bro, pixel, copying, piracy, sw,

fingerprint, telephony, cartoonists, sos

all upper-bound and lower-bound perplexity of 117 and 111 respectively, our approach

was reasonable with the overall perplexity of 113. On the other hand, folding in mono-

lingual corpora without parallel clusters as constraints in scenarioB degraded perplexity

compared to scenarioA. This indicates that using parallel clusters as constraints are cru-

cial in incorporating monolingual non-parallel documents. We observed a similar trend in

perplexity performance when the real monolingual corpora were employed, reducing per-

plexity in scenarioE, but deteriorating perplexity in scenarioD even further compared to

scenarioB. This implies that our approach becomes critical for incorporating real mono-

lingual documents. Regarding the translation performance, consistent improvement in

BLEU was indicated in scenarioC andE similar to their perplexity performance although

the gain was not significant. But since the difference in BLEUbetween the best scenarioF

and the baseline scenarioA was only 0.21%, the gain after incorporating monolingual cor-

pora using our approach was reasonable with 0.19% and 0.15% improvement in scenario
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Scenario CCTV NTDTV RFA OVERALL

BG EN 4-gram 16.12% (85) 14.04 (127) 8.83 (189) 13.22 (126)

A. 10% // (baseline) 16.26 (78) 14.09 (115) 8.90 (181) 13.28 (117)

B. + p-mono (blind) 16.46 (81) 14.29 (116) 8.68 (189) 13.36 (121)

C. + p-mono (// cluster) 16.52(75) 14.31(109) 8.95(178) 13.47(113)

D. + real mono (blind) 15.66 (91) 14.28 (135) 8.87 (192) 13.12(133)

E. + real mono (// cluster) 16.30(76) 14.40(114) 9.04(178) 13.44(115)

F. 100% // (golden line) 16.44 (74) 14.38 (107) 9.06 (172) 13.49 (111)

Table 5.15: Crosslingual language model adaptation performance in BLEU (target per-

plexity) on different training scenarios for bilingual LSA.

C andE respectively using a single target reference for scoring.

5.7 Summary

We have proposed the bilingual N-gram LSA for crosslingual adaptation for statistical

machine translation. Our approach is based on bilingual LSAwhich enables latent topic

distribution to be efficiently transferred from a source language to a target language by

enforcing a one-to-one topic correspondence between the source and target LSA. During

testing, crosslingual adaptation can be performed simultaneously on SMT models by in-

ferring the topic distribution of a source text and then applying the inferred distribution

to the target language. Since adaptation is performed before translation, it does not re-

quire the adaptation text to be pre-translated as in monolingual adaptation. Therefore, an

immediate impact on the translation output is achieved in a single decoding pass. Rapid

LSA bootstrapping for a new language can be performed from a well-trained LSA of an-

other language. Results show that our approach has reduced the word perplexity of the

target language model significantly. When the adapted language model or lexicon is ap-

plied separately, improvement in BLEU and NIST scores has been observed. When both

models are applied simultaneously, the gain is additive. Trigram LSA has improved the
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Figure 5.7: Overall translation performance summary aftercrosslingual adaptation using

the GALE-P2.5 system for text translation.

Figure 5.8: Overall translation performance summary aftercrosslingual adaptation using

the GALE-P2.5 system for end-to-end translation.
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translation performance further compared to LSA. On the medium-scale SMT system, the

improvement is statistically significant at a 95% confidenceinterval with respect to the

unadapted baseline. Effective language model adaptation improves word reordering while

a better translation lexicon leads to a better phrase table.Our approach works well on a

large-scale evaluation with consistent improvement usingthe GALE-P2.5 SMT system.

The improvement in the NIST score is statistically significant at a 95% confidence inter-

val. For end-to-end translation, the gain from improved recognition accuracy and sharper

translation models after topic adaptation are additive. Figure 5.7 and Figure 5.8 summarize

our contributions towards better translation performanceusing our GALE-P2.5 system on

text translation and end-to-end translation.

The limitation of bilingual LSA training using parallel documents is relaxed via in-

corporating monolingual non-parallel documents using a semi-supervised approach. We

have enforced a one-to-one topic correspondence between the parallel clusters populated

with monolingual non-parallel documents. The proposed bilingual LSA training is based

on variational Expectation-Maximization algorithm and the Lagrangian theory. Our ap-

proach have incorporated monolingual corpora successfully and has yielded slightly better

crosslingual language model adaptation performance compared to the baseline without the

monolingual non-parallel corpora. Incorporating monolingual corpora without the paral-

lel clusters can lead to severe performance degradation, implying that a one-to-one topic

correspondence between the parallel clusters is crucial. This approach has potential in

building a crosslingual word trigger model with enhanced vocabulary coverage in a re-

source deficient scenario where only a small amount of parallel documents are available.

Language model adaptation, translation lexicon adaptation and incorporating monolin-

gual non-parallel corpora address different aspects of statistical machine translation. In-

tuitively, language model adaptation improves fluency via better word reordering. Trans-

lation lexicon adaptation reduces ambiguity of word translation options. Incorporating

monolingual non-parallel corpora potentially addresses the out-of-vocabulary issue. We

speculate that language model adaptation is more importantthan translation lexicon adap-

tation, which is in turn more important than incorporating monolingual non-parallel cor-

pora. It is widely accepted that the average length of a phrase match between source text
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and a phrase table governs the quality of local word reordering, and thus the quality of

translation. When the length of a matched source phrase getslarge, the number of trans-

lation options of the source phrase decreases. Therefore, the effectiveness of translation

lexicon adaptation may be reduced. The impact of incorporating monolingual non-parallel

corpora may be the least, especially when the bilingual resources are rich since the out-of-

vocabulary issue is less severe. However, its potential forfuture research is expected to be

the largest among language model adaptation and translation lexicon adaptation.
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Chapter 6

Conclusions

Adaptation is an indispensable part of speech and natural language applications due to

mismatch between a background model and a test domain. Our unified topic adaptation

framework via latent semantic analysis reduces this mismatch within and across languages.

6.1 Contributions

We list out the contributions as follows:

• We have shown that latent Dirichlet allocation for Bayesianlatent semantic anal-

ysis (LSA) can be applied for unsupervised language model adaptation via topic

caching. Topic caching is more robust against speech recognition errors compared

to word caching. As a cache model, adaptation can be performed rapidly in terms of

a small amount of adaptation text. Our results have shown improvement in recogni-

tion performance (Section 4.1.2).

• We have proposed latent Dirichlet-Tree allocation to modeltopic correlation to gen-

eralize latent Dirichlet allocation. Our model can be trained using an efficient vari-

ational Expectation-Maximization algorithm. Our approach addresses the model

initialization issue via a structured topic prior so that our model training converges
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faster than latent Dirichlet allocation, which is crucial for training on a large volume

of data (Section 4.2.2).

• We have proposed incremental marginal adaptation for lattice rescoring that has

yielded additive improvement after topic caching (Section4.3.2).

• We have employed N-gram LSA to relax the “bag-of-word” assumption. Efficient

model training and smoothing are the major problems in N-gram LSA for large-scale

application. We have addressed the model training issue viaa bootstrapping algo-

rithm and a variational Expectation-Maximization algorithm. We have investigated

a fractional Kneser-Ney approach to smooth N-gram LSA that employs fractional

counts. The smoothing algorithm generalizes the original formulation, generating

a more compact model compared to the Witten-Bell smoothing.In addition, the

smoothing algorithm applies to other higher-order language model, including a fac-

tored language model. Our results have shown that N-gram LSAyields significant

improvement in recognition performance compared to LSA forlarge-scale GALE

evaluations on two languages: Mandarin and Arabic (Section4.4.6).

• We have extended our monolingual topic adaptation to crosslingual adaptation via

bilingual LSA. Since bilingual LSA captures a one-to-one correspondence between

a source and target language, adaptation on the target language can be performed

using information from the source language. As a consequence, pre-translation of

a source text is not required to adapt the target models in statistical machine trans-

lation, giving immediate impact before translation. We have shown that adapting a

language model and translation lexicon together have yielded additive improvement

in translation quality. Applying N-gram LSA on the target language as an additional

language model feature function further improves translation quality for text trans-

lation (Section 5.4). For end-to-end translation, we have shown that the gain from

better recognition accuracy and sharper translation models after topic adaptation are

additive (Section 5.5).

• We have relaxed the requirement of using parallel corpora for bilingual LSA training

via incorporating monolingual non-parallel corpora in a semi-supervised fashion.
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Our approach improves the performance of crosslingual language model adaptation

compared to blind incorporation of monolingual non-parallel corpora. In addition,

our approach has a potential in building a crosslingual wordtrigger with an enhanced

vocabulary coverage in a resource deficient scenario where parallel resources are

scarce (Section 5.6.4).

6.2 Summary of Results

Using our baseline systems trained on sufficiently large amount of training data, we have

achieved the following results:

For automatic speech recognition, we have achieved significant relative reduction in

recognition error rates in the range of 5–7% and 3% respectively on the Mandarin and

Arabic test sets after applying the proposed unsupervised language model adaptation for

the GALE-P3 evaluation. The reductions are statistically significant at a 0.1% significance

level compared to an unadapted baseline that employs state-of-the-art techniques such as

discriminative training and acoustic model adaptation.

For statistical machine translation, we have yielded significant relative improvement

in BLEU and NIST by 4.8% and 4.2% respectively on MT06 after topic adaptation using

the GALE Chinese-English development system (500M). The improvement is statistically

significant at a 95% confidence interval compared to an unadapted baseline. In addition,

we have achieved significant improvement in NIST using the GALE-P2.5 Chinese-English

system compared to an unadapted baseline. For end-to-end translation, we have yielded

1.8% and 1.1% relative improvement in BLEU and NIST respectively after end-to-end

topic adaptation compared to the unadapted baseline.

In summary, topic adaptation for language models encourages better recognition accu-

racy on topical words in automatic speech recognition. The results are important for ap-

plications such as spoken language understanding and question answering systems since

topical words usually carry the most important informationof an utterance compared to

stopwords which contribute much less to the automatic understanding process.
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6.3 Future Challenges and Potentials

Although our topic adaptation approach is beneficial to overall recognition performance,

less gain is observed on broadcast conversation compared tobroadcast news. A major

challenge is the mismatch between our training corpora, which are mostly newspaper text

with relatively few audio transcript. In addition, broadcast conversation is spontaneous in

speaking style with much disfluency, including hesitation and repetition. The spontaneous

events in broadcast conversation are usually independent of topic context. Thus we believe

that N-gram latent semantic analysis is not a good model for broadcast conversation. An

improved language modeling approach for broadcast conversation deserves much attention

for future research.

Statistical machine translation usually requires parallel sentences so that a phrase table

can be built for translation. A major hurdle for this approach is the inability to trans-

late out-of-vocabulary terms that are not covered in the phrase table. As a consequence,

the benefit of crosslingual language model adaptation may bereduced since the N-gram

entries containing the out-of-vocabulary terms are never used during decoding. This prob-

lem is severe on minority language pairs that parallel resources are deficient, producing

significant amount of out-of-vocabulary terms. Therefore,leveraging monolingual non-

parallel corpora is a research direction to discover potential translation candidates for out-

of-vocabulary terms.

We envision that our approaches can be extended to a different application, such as

crosslingual semantic search. Semantic search is an interesting application where the goal

is to deliver information queried by a user rather than having a user sort through a list of

loosely related keyword results. Bilingual LSA lends itself well to the search application

since it can work as a crosslingual trigger between an input user query and output objects

without machine translation or dictionary lookup. In addition, bilingual LSA can also be

extended to other multimedia such as images and videos. For instance, text annotation on

images has been shown feasible using latent Dirichlet allocation (Blei and Jordan, 2003).

Many objects in the Internet including images and videos arenot annotated and in-

dexed. Without proper indexing, there seems no hope to retrieve these objects given a user
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query. On the other hand, a user query and the clicked output objects can be treated as

“parallel” data. Our semi-supervised approach for bilingual LSA can be applied similarly

to this scenario via the notion of parallel clusters that incorporate unannotated objects into

the clusters of a target side. Since our approach has shown potential to discover novel

crosslingual word triggers that are not covered in parallelcorpora, we speculate that the

concept of crosslingual triggering may be applied to crosslingual semantic search to trigger

unannotated objects given an input query.
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Appendix A

Gibbs Sampling

Gibbs sampling is another useful approach for posterior inference based on Monte Carlo

methods. It has a nice property that the Gibbs sampler will converge to the true distri-

bution with sufficiently large number of sampling iterations. However, it is usually slow

compared to variational Bayes. Nevertheless, Gibbs sampling has been applied to latent

Dirichlet allocation as a convenient alternative to variational Bayes.

A.1 Latent Dirichlet Allocation

The basic principle of Gibbs sampling is to draw samples froma probability distribution

conditioned on other variables with some fixed values. In latent Dirichlet allocation, the

latent variables are the topic mixture weightsθ and the topic indexzi for each word in

a documentwN
1 . In principle, the conditional distributions to consider are p(θ|zN

1 , wN
1 )

andp(zi|z−i, θ, w
N
1 ) wherez−i denotes the topic sequence ofwN

1 excludingzi. However,

using the conjugate property between a Dirichlet and a multinomial distribution, we can

marginalize outθ easily so that we only need to draw samples forzi. This approach is

known as the collapsed Gibbs sampling (Griffiths and Steyvers, 2004). Assume that the

topic-dependent unigram language model{p(w|k)} is an unknown variable, we can derive
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the conditional distribution forzi in documentd as follows:

p(zi|wi, z−i, w−i) ∝ p(wi|zi, z−i, w−i) · p(zi|z−i, w−i) (A.1)

∝ p(wi|zi) · p(zi|z−i) (A.2)

wherep(zi|z−i) =

∫

θ

p(zi|θ) · p(θ|z−i) dθ (A.3)

=

∫

θ

θzi
· p(θ|z−i) dθ (A.4)

= E[θzi
|z−i] (A.5)

=
αk + Cd(k)−i

∑K
k′=1 αk′ + Cd(k′)−i

(A.6)

andp(wi = w|zi = k) =
C(w, k)−i + ξ

C(k)−i + V · ξ
(A.7)

whereCd(k)−i denotes the total integral counts of topick according to the current values

of other topic sampleszj 6=i in documentd, i.e. Cd(k)−i =
∑N

j 6=i δ(k, zj). Similarly,

C(w, k)−i denotes the total integral counts of wordw assigned to topick in the corpus

except the count from wordwi. A small countξ is applied for simple Laplace smoothing to

avoid zero probability whereV denotes the size of vocabulary. Informally, Gibbs sampling

performs a leave-one-out maximum likelihood estimation ofthe probability distributions

by holding out thei-th token in equation A.6 and equation A.7.

A.2 Bigram Topic Model

Similarly, the Gibbs sampling formula for bigram topic model (Wallach, 2006) is as fol-

lows:

p(zi|wi, z−i, w−i) ∝ p(wi|wi−1, zi) · p(zi|z−i) (A.8)

∝ p(wi = v|wi−1 = u, zi = k) · p(zi|z−i) (A.9)

∝
C(u, v, k)−i + ξ

C(u, k)−i + V · ξ
·

αk + Cd(k)−i
∑K

k′=1 αk′ + Cd(k′)−i

(A.10)

whereC(u, v, k)−i denotes the bigram count of(u, v) assigned to topick excluding the

i-th word token.

142



Appendix B

Latent Dirichlet-Tree Allocation

Similar to latent Dirichlet allocation, we apply variational expectation-maximization algo-

rithm for model training. We define the following notations for the derivation:

αj· A Dirichlet parameter of thej-th node in a Dirichlet-Tree.

bj· A probability vector over the branches sampled from thej-th node so

that
∑

c bjc = 1 wherec is a branch index.

δjc(k) A 0-1 indicator which sets to one when a path from a root node tothe

k-th leaf node passes through thec-th branch of thej-th Dirichlet node;

and zero otherwise.

{βvk} A shorthand forp(v|k) wherev is the vocabulary index andk is the

topic index.

Λ The model parameters containing{αj·} and{βvk}.

wN
1 A word sequence of an input document.

M The number of documents in the training corpora.

φnk A shorthand for variational multinomial posteriorq(zn = k) of then-th

word assigned to topick in a document.

The latent variables are the topic assignmentzN
1 = z1z2...zN and the branching vari-

ablesbJ
1 = b1b2...bJ whereJ denotes the number of nodes in the Dirichlet-Tree. Using
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variational Bayes, the auxiliary function to maximize is:

Q(wN
1 ; Λ, Γ) = Eq[log

p(wN
1 , zN

1 , bJ
1 ; Λ)

q(zN
1 , bJ

1 ; Γ)
] (B.1)

= Eq[log p(wN
1 |z

N
1 )] + Eq[log

p(zN
1 |b

J
1 )

q(zN
1 )

] + Eq[log
p(bJ

1 )

q(bJ
1 )

] (B.2)

The first term in equation B.2 is computed as follows:

Eq[log p(wN
1 |z

N
1 )] = Eq[log

N∏

n=1

βwnzn
] =

N∑

n=1

Eq[log βwnzn
] (B.3)

=

N∑

n=1

K∑

k=1

φnk log βwnk (B.4)

Using the following relation:

p(zn = k|bJ
1 ) =

∏

jc

b
δjc(k)
jc (B.5)

=⇒ log P (zn = k|bJ
1 ) =

∑

jc

δjc(k) · log bjc (B.6)

The second term in equation B.2 is computed as follows:

Eq[log
p(zN

1 |b
J
1 )

q(zN
1 )

] = Eq[log
N∏

n=1

p(zn|b
J
1 )

q(zn)
] (B.7)

=

N∑

n=1

Eq[log p(zn|b
J
1 )]− Eq[log q(zn)] (B.8)

=
N∑

n=1

K∑

k=1

φnk

(
∑

jc

δjc(k) · Eq[log bjc]− log φnk

)

(B.9)

Using the following relation:

p(bJ
1 ) =

J∏

j=1

Dirichlet(bj ; αj) =

J∏

j=1

(
∏

c

Γ(
∑

c αjc)
∏

c Γ(αjc)
· b

αjc−1
jc

)

(B.10)
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The third term in equation B.2 is computed as follows:

Eq[log
p(bJ

1 )

q(bJ
1 )

] =

J∑

j=1

(

log Γ(
∑

c

αjc)−
∑

c

log Γ(αjc) +
∑

c

(αjc − 1)(Eq[log bjc])

)

−
J∑

j=1

(

log Γ(
∑

c

γjc)−
∑

c

log Γ(γjc) +
∑

c

(γjc − 1)(Eq[log bjc])

)

B.1 Variational Multinomials

We isolate terms of the auxiliary function in equation B.2 which depends onφnk. Then we

introduce Lagrange multipliersλn for eachn-th position to ensure that
∑K

k=1 φnk = 1.

Q[φnk] = φnk log βwnk + φnk

(
∑

jc

δjc(k) · Eq[log bjc]− log φnk

)

+ λnφnk (B.11)

By computing the partial derivative ofQ[φnk] with respect toφnk, we have:

∂Q[φnk ]

∂φnk

= log βwnk +
∑

jc

δjc(k) · Eq[log bjc]− log φnk − 1 + λn = 0 (B.12)

=⇒ φnk ∝ βwnk · e
∑

jc δjc(k)·Eq[log bjc] (B.13)
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B.2 Variational Dirichlet

We isolate terms of the auxiliary function in equation B.2 which depends onγjc.

Q[γjc] =

(
∑

c

(αjc +
∑

nk

φnk · δjc(k)− γjc) · (Ψ(γjc)−Ψ(
∑

c

γjc))

)

− log Γ(
∑

c

γjc) + log Γ(γjc)

∂Q[γjc]

∂γjc
= Ψ′(γjc) · (αjc +

∑

nk

φnk · δjc(k)− γjc)

−Ψ′(
∑

c

γjc) ·
∑

c

(αjc +
∑

nk

φnk · δjc(k)− γjc)

= 0

=⇒ γjc = αjc +
∑

nk

φnk · δjc(k)

B.3 Conditional Multinomials

We isolate terms of the auxiliary function in equation B.2 which only depends onβvk. By

considering all training documents indexed byd and introducing Lagrange multipliersλk

to enforce
∑V

v=1 βvk = 1 for all k, we get:

Q[β] =
M∑

d=1

Nd∑

n=1

K∑

k=1

φdnk log βwdnk +
K∑

k=1

λk(
V∑

v=1

βvk − 1) (B.14)

We take the derivative with respect toβvk and set it to zero, we get:

βvk ∝

M∑

d=1

Nd∑

n=1

φdnk · δ(wdn, v) (B.15)
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B.4 Dirichlet Node in a Dirichlet-Tree

The terms which containαj of thej-th node in a Dirichlet-Tree are:

Q[αj ] =

M∑

d=1

(

log Γ(
∑

c

αjc)−
∑

c

log Γ(αjc) +
∑

c

(αjc − 1) · (Ψ(γdjc)−Ψ(
∑

c

γdjc))

)

Taking the derivative with respect toαjc gives:

∂Q[αj ]

∂αjc
= −M ·

(

Ψ(αjc)−Ψ(
∑

c

αjc)

)

+

M∑

d=1

(

Ψ(γdjc)−Ψ(
∑

c

γdjc)

)

Simple constrained gradient ascent can be applied to ensurethatαjc > 0 via parameter

transformation:log(.): α̃jc = log αjc.

B.5 Alternative Proof

We can use the generic solution of the variational E-steps toderive the formula for latent

Dirichlet-Tree allocation. Recall that the generic solution has the following form:

q(zj) ∝ e
Eq[log p(X,Z;Λ)]\zj (B.16)

where the expectation is taken over all other latent variables{zi} excludingzj. Instead

of considering the full joint distribution for expectationin equation B.16, only a subset of

local conditional distributions involvingzj are actually involved, that isp(zj|·) or p(·| ·zj·).

The remaining conditional distributions which do not contain zj are cancelled out due to

probability normalization.

In latent Dirichlet-Tree allocation, the observation is the word sequencewN
1 , and the la-

tent variables are the topic assignmentszN
1 and the branching probabilities of each node in

the Dirichlet treebJ
1 . Using the relationp(z|bJ

1 ) =
∏

jc b
δjc(z)
jc and applying equation B.16,
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the variational posterior of a Dirichlet nodej is:

q(bj) ∝ e
Eq[log p(bj)]\bj

+
∑N

i=1 Eq[log p(zi|b
J
1 )]\bj (B.17)

= elog p(bj)+
∑N

i=1

∑

c Eq[δjc(k)] log bjc ·

e
∑N

i=1

∑J
j′ 6=j

∑

c Eq[δj′c(k)]Eq[log bj′c]
︸ ︷︷ ︸

independent ofbj

(B.18)

∝ p(bj)e
∑N

i=1

∑

c Eq [δjc(k)] log bjc (B.19)

= Dirichlet(bj)
∏

c

b
∑N

i=1 Eq[δjc(k)]
jc (B.20)

∝
∏

c

b
αjc−1
jc

∏

c

b
∑N

i=1 Eq[δjc(k)]
jc (B.21)

=
∏

c

b
αjc+

∑N
i=1

∑K
k=1 q(zi=k)δjc(k)−1

jc (B.22)

= Dirichlet({γjc}) (B.23)

whereγjc = αjc +
∑N

i=1

∑K
k=1 q(zi = k)δjc(k). Similarly, the variational posterior of a

topic assignmentzi for wordwi is:

q(zi) ∝ eEq [log p(zi|b
J
1 )]\zi

+Eq[log p(wi|zi)]\zi (B.24)

= e
∑

jc δjc(k)Eq[log bjc]+log p(wi|zi) (B.25)

∝ p(wi|zi)e
∑

jc δjc(k)Eq[log bjc] (B.26)
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