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Abstract
Dialogue systems have undergone significant advancements by leveraging large

public corpora and advancements in neural architectures. Thanks to large pre-trained
language models and recent developments in neural networks, dialogue generation
systems are now capable of producing fluent and engaging responses across various
dialogue contexts. However, black-box nature and heightened complexity of end-to-
end neural dialogue models make them susceptible to unknown failure modes that
often emerge only after deployment. To improve the reliability of neural dialogue
models for practical applications, several challenges need to be addressed. Firstly,
creating robust and bias-free evaluation and ranking models for dialogue is a not
straight-forward as it requires careful consideration of various factors such as context,
coherence, relevance, and user satisfaction. Secondly, controlling the outputs of
dialogue response generation models to align with developers’ intended goals presents
a challenge. Current approaches often lack the necessary flexibility, intuitiveness,
interpretability, and data-efficiency to enable fine-grained control over the generated
responses. Lastly, enhancing safety measures is crucial to ensure that dialogue
systems do not generate offensive or factually incorrect responses, thereby avoiding
unintended harm to users.

This thesis addresses the challenges in enhancing the reliability of neural dialogue
models by introducing novel techniques for robust evaluation and providing finer,
more intuitive control over the response generation process. The thesis comprises
two main parts that tackle these challenges. The first part focuses on the develop-
ment of techniques for creating robust dialogue response evaluation and ranking
algorithms. These techniques utilize multiple references, automatically generated
adversarial responses, and improved benchmarking methods for assessing factuality.
By incorporating these approaches, the thesis aims to establish more reliable and
comprehensive evaluation metrics for dialogue systems, ensuring a more accurate
assessment of their performance. The second part of the thesis proposes techniques
to empower developers with flexible, intuitive, and interpretable means of control-
ling the generation process. This includes the utilization of templates, examples,
instructions, and guidelines to guide the system towards generating responses that
align with specific tasks and developer intent. Additionally, this part introduces safety
mechanisms designed to prevent misuse and harm to users. These safety mechanisms
utilize natural language instructions and guidelines to ensure responsible and ethical
behavior of the dialogue systems.
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Chapter 1

Introduction

1.1 Background and Motivation

A key long-term goal of artificial intelligence is to create machines capable of understanding and
engaging in conversation using natural language. Dialogue systems, which can communicate with
users in natural language, can assist users in completing tasks such as making reservations (task-
oriented systems) or carry out unstructured conversations on any topic (open-domain systems). To
excel in these skills, dialogue systems must exhibit competence in understanding natural language,
making informed decisions, and generating fluent, engaging, and contextually appropriate re-
sponses. With advancements in natural language processing and dialogue technologies, along with
the proliferation of virtual assistants like Siri and Alexa, language and dialogue technologies have
become pervasive in society. This growth has been facilitated by the availability of rich dialogue
corpora [Li et al., 2017, Zhang et al., 2018a, Smith et al., 2020], as well as the progress in neural
architectures [Radford et al., 2019a, Brown et al., 2020, Devlin et al., 2019] and large pre-trained
language models [Radford et al., 2019b, Devlin et al., 2019]. Leveraging these resources and
techniques, dialogue systems have achieved remarkable success in producing increasingly fluent
and interesting responses for a wide range of dialogue contexts [Wolf et al., 2019a, Zhang et al.,
2020c, Budzianowski and Vulić, 2019].

Despite the significant progress in creating dialogue systems with increasingly advanced
language understanding and generation skills, it remains challenging to deploy fully neural models
in real-world applications [Deng et al., 2023]. Adopting neural dialogue models for practical
tasks is not straightforward, as current dialogue systems still exhibit unreliability in several
aspects. Traditional dialogue systems, which were mostly rule-based and non-neural machine
learning based systems, were popular in early industry products. Developers would write rules for
language understanding and templates for specific situations, making them easy to debug and safe
for deployment. However, the dialogue flows of these systems were predetermined, limiting their
flexibility and making them inflexible to unseen scenarios.

On the other hand, neural dialogue systems have achieved considerable success due to the
growing availability of dialogue corpora and advancements in deep learning and computing
resources. Large pre-trained language models currently used to power neural network-based
dialogue systems, generate increasingly fluent and interesting responses for novel dialogue
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Rule-based systems Neural dialogue systems
Pros

• Easy to implement for applications with lim-
ited scope

• Easy to debug and safe for deployment.

• More flexible, dialogue flows not predeter-
mined, can handle variations in language.

• Produce more fluent, diverse and and interest-
ing responses for novel dialogue contexts.

Cons

• Dialogue flows were predetermined which
limits their flexibility and makes them brit-
tle.

• Expensive to engineer an increase coverage.

• Require large and clean corpora.
• Black-boxes, difficult to debug and control.
• Lack of control makes them susceptible to

unintended and unsafe response generation.

Table 1.1: Comparison of Rule-based systems and Neural dialogue systems

contexts. These systems are more flexible compared to rule-based systems as they do not rely on
predetermined dialogue flows and can handle large variations in language understanding while
exhibiting high quality and diversity in response generation.

However, neural dialogue systems have their limitations [Barikeri et al., 2021, Deng et al.,
2023]. They are data-hungry and require large and clean corpora to function reasonably well [Mi
et al., 2022a, Peng et al., 2022]. Additionally, they are black-box models that are difficult to
evaluate and control [Mehri et al., 2022, Dinan et al., 2022]. One key challenge that needs to be
addressed in dialogue systems is the reliable evaluation of dialogue responses. By effectively
evaluating and ranking model outputs, filtering out poor responses, and identifying important
features, we can significantly improve the overall reliability of dialogue systems. Reliable
evaluation metrics are essential for controlling the quality of training data, enabling the filtering
and curation of data based on evaluation scores. However, it is hard to define evaluation criteria as
it requires careful consideration of various factors such as context, coherence, relevance, and user
satisfaction. Furthermore, creating robust evaluation metrics free of dataset and other biases and
that work across various domains is also not trivial. Next, key challenge is the lack of reliable
control mechanisms over the generation process that makes models susceptible to unintended
and unsafe response generation, which can erode users’ trust in the system. Inconsistent and
unreliable behavior, such as failing to address context, low engagement, and generating unsafe
responses, can cause confusion and further undermine user trust. The summary of the pros and
cons of both systems is presented in Table 1.1.

By addressing these challenges and improving the reliability of neural dialogue models, we
can enhance their usability and mitigate the potential negative impact on user experience and trust.
In this work we focus on the following issues related to reliability of dialogue systems:
(1) Reliability in dialogue response evaluation. Reliability in dialogue response evaluation
is crucial for dialogue systems as it can improve the overall reliability by effectively ranking
the model outputs, filtering out poor responses, and identifying the important features of the
dialogue systems. Additionally, these metrics can be used to control the quality of the training
data by filtering and curating the data based on the evaluation scores. However, creating reliable
evaluation mechanisms poses several challenges. First, due to the open-ended nature of dialogue
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systems, multiple appropriate responses may exist for a given context, making it difficult to solely
rely on reference responses in the dataset for evaluation [Zhao et al., 2017b]. In fact, solely relying
on references can unfairly penalize even appropriate responses [Gupta et al., 2019].

Moreover, model-based evaluation metrics tend to associate response coherence and appropri-
ateness with content similarity [Yuan et al., 2019, Whang et al., 2021b, Sai et al., 2020b]. While
content similarity is an important factor, it is challenging to incorporate other crucial aspects of
response relevance, such as dialogue acts and factual consistencies, into the evaluation metrics.
This limitation hinders the comprehensive assessment of the response quality. Furthermore,
evaluation metrics often suffer from poor transfer performance [Yeh et al., 2021a] across different
domains and applications, and they are susceptible to spurious features that may not truly reflect
response quality [Whang et al., 2021b, Sai et al., 2020b].

By addressing these challenges and developing more reliable evaluation metrics, we can
enhance the overall reliability and quality of dialogue systems. These metrics should account for
the specific requirements of the application, incorporate diverse aspects of response relevance,
and mitigate the limitations associated with content similarity-based evaluation approaches.
(2) Reliability in controlling model predictions. Controlling generation remains a difficult
challenge for language models and conversational models due to the increased complexity of
neural models, which often act as black box approaches, leading to uncertainty and a lack of
control in their predictions. Developers seek to exert control over a model’s output to ensure the
generation of useful and engaging responses, steer conversations towards desired agendas, and
condition responses on background knowledge and style. Control is also important in preventing
undesirable behavior, such as going off-topic or generating offensive and incorrect responses.

To address these challenges, providing more flexible, intuitive, and interpretable means for
control to developers is crucial. Current controllable generation models often struggle to properly
incorporate specified control attributes, leading to the need for more effective methods. Adding
control for specific attributes, such as politeness [Niu and Bansal, 2018b] and persona [Song
et al., 2019], often requires expensive manual labeling of data for each new attribute. Therefore,
there is a demand for techniques that enable control without relying on extensive manual labeling.
Developers should be able to control generation through examples and instructions, which is a
non-trivial task that requires further research and development.

Neural models are often trained on large datasets from the internet, and as a result, they may
learn undesirable behaviors from this data, such as offensive or insensitive language [Dinan et al.,
2021]. They can generate responses with hate speech and generate racist and sexist stereotypes,
if prompted. Neural models tend to replicate and even amplify negative, stereotypical, and
derogatory associations in the data [Bender et al., 2021]. Although there has been work on
addressing potentially harmful biases in language models, incorporating the models with common
sense, causal reasoning or moral judgment is still a challenging issue. Even if the models do
not generate unsafe responses, they can cause harm and amplify biases by agreeing to offensive
contexts. In safety-critical situations such as medical or disaster scenarios, inappropriate advice
from the system could inflict short or even long-term harm. Furthermore, neural dialogue systems
are susceptible to generating hallucinated content and spreading misinformation on a massive
scale [Dziri et al., 2022]. Fact verification tools are thus necessary for the current information age
to tackle the spread of misinformation.

Thus, it is challenging to evaluate, control, and ensure safety in neural dialogue model re-
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sponses, especially in end-to-end models. These issues can lead to significant issues when models
are deployed and might produce devastating and unforeseen outcomes if powerful models are
allowed to interact with users without taking measures to improve the reliability of such systems.
This thesis focuses on addressing the aforementioned issues to improve the reliability of dialogue
systems. For example, for (1) to improve dialogue evaluation, we mitigate the shortcomings
of automatic evaluation of open-domain dialog systems by investigating the evaluation of open-
domain dialogue system-generated responses with human-generated multiple references (Chapter
2); Also, we propose approaches for automatically creating adversarial negative training data to
help ranking and evaluation models learn features beyond content similarity (Chapter 3). We
next propose a framework for addressing misinformation issues in dialogue settings and construct
a testing benchmark dataset of annotated conversational claims, paired with pieces of evidence
from Wikipedia. We also propose a simple yet data-efficient solution to effectively improve
fact-checking performance in dialogue (Chapter 4). For (2), improving control over dialogue
response generation, we first propose a model that controls the generation process by conditioning
on an exemplar or template response using their semantic frames (Chapter 5); we then propose
a model that guides the response generation towards specific goal sentences by generating a
bridging path of commonsense knowledge concepts between the source and the target (Chapter
6). Next, we propose a model that can be controlled to perform tasks unseen during training
by controlling the model behavior using natural language instructions (Chapter 7). Finally, we
propose a framework for controlling dialogue model behavior using natural language rules, or
guidelines (Chapter 8).

1.2 Thesis Statement

In this thesis, we put forward a series of methods to improve the reliability of neural dialogue
models through robust dialogue evaluation modelling, finer and intuitive control over the response
generation process, and incorporating mechanisms to prevent unsafe responses. We show that
development of natural and effective dialogue response generation control mechanisms, robust
automatic evaluation metrics, and dialogue safety mechanisms for dialogue models, can improve
the reliability of neural dialogue systems for real-world systems. In this thesis, Reliability
means that the system works in the developer intended ways, with reduced risk of failures. The
developer’s intended outcome for a dialogue system can vary depending on the application
and domain. It often encompasses a combination of desired features such as task fulfillment,
generating engaging responses, handling unseen scenarios, effectively managing errors, avoiding
offensive content, and providing accurate and reliable information.

1.3 Thesis Overview

Figure 1.1 presents an overview of the thesis. This thesis is organized as follows:

• Part I: Improving reliability via robust Dialogue Evaluation proposes techniques for
creating improved and robust dialogue response evaluation and ranking algorithms.
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Figure 1.1: Overview of the work in this thesis

Chapter 2 proposes to mitigate the shortcomings of automatic evaluation of open-
domain dialog systems through multi-reference evaluation. Existing metrics have been
shown to correlate poorly with human judgment, particularly in open-domain dialog.
Collecting human annotations for evaluation can be expensive and time consuming.
To demonstrate the effectiveness of multi-reference evaluation, we augment the test set
of DailyDialog with multiple references through crowdsourcing. Through a series of
experiments, we demonstrate that the use of multiple references results in an improved
correlation between several automatic metrics and human judgment for both the quality
and the diversity of system output. This work is completed and published at SIGdial
2019 [Gupta et al., 2019].

Chapter 3 proposes a framework to improve the robustness of dialogue evaluation and
ranking models to spurious patterns of content similarity. These tasks are formulated as
a binary classification of responses given in a dialogue context, and models generally
learn to make predictions based on context-response content similarity. However,
over-reliance on content similarity makes the models less sensitive to the presence of
inconsistencies, incorrect time expressions, and other factors important for response
appropriateness and coherence. We propose approaches for automatically creating
adversarial negative training data to help ranking and evaluation models learn features
beyond content similarity. We show that on classification, ranking, and evaluation
tasks across multiple datasets our approaches outperform strong baselines in providing
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informative negative examples for training dialogue systems. This work is completed
and published at ACL 2021 [Gupta et al., 2021b]

Chapter 4 proposes the task of fact-checking in dialogue. Fact-checking is an essential
tool to mitigate the spread of misinformation and disinformation and is a relatively
unexplored area in the dialogue domain. We construct DialFact, a testing benchmark
dataset of conversational claims, paired with pieces of evidence from Wikipedia. We
found that existing fact-checking models trained on non-dialogue data like FEVER
[Thorne et al., 2018] fail to perform well on the proposed task, and thus, we propose a
simple yet data-efficient solution to effectively improve fact-checking performance
in dialogue. We point out unique challenges in DialFact such as handling the collo-
quialisms, coreferences, and retrieval ambiguities in the error analysis. This work is
completed and published at ACL 2022 [Gupta et al., 2021d].

• Part II: Improving reliability via controllable generation proposes techniques to provide
flexible, intuitive, and interpretable means of control over generation to developers such as
through templates, examples, and instructions so that the system generates responses that
are geared towards the task and developer intent.

Chapter 5 proposes control over response generation based on semantic frames of
exemplar responses. Neural dialogue systems lack fine-grained control over responses
necessary to achieve specific goals. Exemplar conditioned response generation allows
editing of strategically selected or retrieved exemplar responses so that they can fit
novel dialogue contexts as well as strategically address discourse-level goals. Our
model EDGE uses the semantic frames present in exemplar responses to guide response
generation. We show that EDGE improves the coherence of generated responses while
preserving semantic meaning and conversation goals present in exemplar responses.
This work is completed and published at NAACL 2021 [Gupta et al., 2021a]

Chapter 6 proposes a target-guided response generation model that enables smooth
transition from a dialogue context toward a target sentence. The proposed technique
first finds a bridging path of commonsense knowledge concepts between the source and
the target and then uses the identified bridging path to generate transition responses.
Additionally, we propose techniques to re-purpose existing dialogue datasets for target-
guided generation. We propose a novel evaluation metric that we demonstrate is more
reliable for target-guided response evaluation. Our work generally enables dialogue
system designers to exercise more control over the conversations that their systems
produce. This work is completed and published at NAACL 2022 [Gupta et al., 2022a].

Chapter 7 introduces INSTRUCTDIAL, an instruction tuning framework for dialogue,
which consists of a repository of 48 diverse dialogue tasks in a unified text-to-text
format created from 59 openly available dialogue datasets. We explore cross-task
generalization ability on models tuned on INSTRUCTDIAL across diverse dialogue
tasks. Our analysis reveals that INSTRUCTDIAL enables good zero-shot performance
on unseen datasets and tasks such as dialogue evaluation and intent detection, and even
better performance in a few-shot setting. To ensure that models adhere to instructions,
we introduce novel meta-tasks. We establish benchmark zero-shot and few-shot
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performance of models trained using the proposed framework on multiple dialogue
task. This work is completed and published at EMNLP 2022 [Gupta et al., 2022b].

Chapter 8 introduces DialGuide, a novel framework for controlling dialogue model
behavior using natural language rules, or guidelines. These guidelines provide infor-
mation about the context they are applicable to and what should be included in the
response, allowing the models to be more closely aligned with the developer’s expec-
tations and intent. We evaluate DialGuide on three tasks: guideline selection, response
generation, and response entailment verification. Our dataset contains 10,737 positive
and 15,467 negative dialogue context-response-guideline triplets across two domains –
chit-chat and safety. We provide baseline models for the tasks and benchmark their
performance. We show that models tuned on DialGuide produce safer and engaging
responses that follow developer guidelines. This work is completed and under review
at a conference [Gupta et al., 2022d].
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Part I

Improving Reliability via Robust Dialogue
Evaluation

We mitigate the shortcomings of automatic evaluation of open-domain dialog systems by first
investigating the evaluation of open-domain dialogue system-generated responses with human-
generated multiple references (Chapter 2); Then, we propose approaches for automatically creating
adversarial negative training data to help ranking and evaluation models learn features beyond
content similarity (Chapter 3). We next propose a framework for addressing misinformation issues
in dialogue settings and construct a testing benchmark dataset of annotated conversational claims,
paired with pieces of evidence from Wikipedia. We also propose a simple yet data-efficient
solution to effectively improve fact-checking performance in dialogue (Chapter 4). Finally, we
show that through instruction tuning on a diverse set of dialogue tasks and datasets, our model
learns good features for emasuring dialogue response quality and demonstrates great zero-shot
and cross-domain dialogue evaluation capabilities (Chapter 7).
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Chapter 2

Investigating Evaluation of Open-Domain
Dialogue Systems with Human Generated
Multiple References

The goal of this part of the thesis is to create a reliable dialogue evaluation system. Existing
word-overlap metrics have been shown to correlate poorly with human judgement, particularly
in open-domain dialogue [Liu et al., 2016b, Smith et al., 2022]. This is due to the fact that
generally one single reference response from a dialogue dataset is used for evaluation, while
there can exist multiple other valid responses, and they are penalized when compared against
a fixed reference response. Another alternative is to collect human annotations for evaluation,
but that can be expensive and time consuming. The aim of this chapter is to mitigate the
shortcomings of automatic evaluation of open-domain dialogue systems through multi-reference
evaluation. To demonstrate the effectiveness of multi-reference evaluation, we augment the test
set of DailyDialog with multiple references. Through a series of experiments, we show that the
use of multiple references results in improved correlation between several automatic metrics and
human judgement for both the quality and the diversity of system output.

2.1 Introduction

Dialogue agents trained end-to-end to hold open-domain conversations have recently progressed
rapidly, generating substantial interest [Ghazvininejad et al., 2018b, Serban et al., 2017b, 2016b,
Roller et al., 2021a]. Development of these systems is driven by available data and benchmarks
based on only a single ground truth reference response for a given context. However, such single-
reference evaluation does not account for all the plausible responses for any given conversational
context (Table 2.1). This is known as the one-to-many response problem [Zhao et al., 2017b, Yeh
et al., 2021b]. Computing word-overlap metrics against a single-reference response may penalize
perfectly valid responses [Deriu et al., 2019] (e.g., “Was anything stolen?”, “Is anyone hurt”) that
deviate from the particular target response (“When was the break-in?”). Unlike human evaluation,
automatic evaluation with a single-reference may also disproportionately benefit models that
produce generic responses with more probable words (e.g., “I don’t know”) which is known as
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Dialogue Context: Person A: 911 emergency. What is the problem?
Person B: I would like to report a break-in.

Single-Reference Response: When was this break-in?
Other Valid Responses: Was anything stolen?

Is anyone hurt or injured?
Is the perpetrator still inside the house?
I will send someone right away.

Table 2.1: Example of a dialogue context where appropriate responses do not share words and
meaning with a single-reference response.

the dull-response problem [Li et al., 2016d]. As a result, single-reference evaluations correlate
weakly with human judgments of quality [Liu et al., 2016b].

To address these problems, the work in this chapter carries out automatic evaluation using
multiple reference responses instead of a single-reference. Multiple reference evaluation is
attractive for several reasons. First, the additional information in the multiple reference response
can be used to provide more robust quality evaluation under the one-to-many condition. Second,
we can use the multiple references to better measure the diversity of the model, which is a widely
studied topic in open-domain response generation [Kulikov et al., 2018, Li et al., 2016b, Zhang
et al., 2018b, Li et al., 2016c, Zhao et al., 2017b, Gao et al., 2019a].

Prior explorations in this area before 2020 either relied on synthetically created or small scale
reference sets [Galley et al., 2015, Qin and Specia, 2015], or performed experiments only on a
small set of metrics focused on only response quality [Sugiyama et al., 2019]. Recent trend is to
create model based metrics for dialogue evaluation [Mehri and Eskenazi, 2020b, Sai et al., 2020b]
. Our investigations for using multiple references for automatic evaluation covers the following
aspects - 1) We propose methodology for evaluating both the quality and the diversity of generated
responses using multiple references. 2) The proposed evaluation framework is metric-agnostic and
the experiments cover a large spectrum of existing metrics, and 3) We augmented the exiting test
set of DailyDialog dataset [Li et al., 2017] with multiple references and perform human judgment
correlation studies with human-generated references. Our extensive experimental results show
that using multiple test references leads to significantly better correlation of automated metrics
with human judgment in terms of both response quality and diversity. This suggests that the use
of multiple references serves to make automatic metrics more reliable mechanisms for evaluating
open-domain dialogue systems. Moreover, follow up studies are conducted to better understand
the nature of the multi-reference evaluation, such as the number of reference responses needed to
achieve high correlation.

The contributions of this section are:
1. We show that multi-reference evaluation achieves better correlation with human judgments

both in quality and in diversity.
2. We analyze the effect of varying the number of reference responses on the correlation with

human quality judgements.
3. We construct and release an open-domain multi-reference test dataset1

1Code and data available at https://github.com/prakharguptaz/multirefeval
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2.2 Related work

The need for reliable and consistent automatic evaluation methodologies has lead to increasing
interest in dialogue system evaluation in recent years. In domains such as machine translation
and captioning, n-gram overlap metrics such as BLEU [Papineni et al., 2002a], ROUGE [Lin,
2004a] and METEOR [Lavie and Agarwal, 2007] correlate well with human judgement. Several
embedding-based metrics have been proposed as well, including Greedy Matching [Rus and
Lintean, 2012] and Vector Extrema [Forgues et al., 2014b]. These automatic metrics, however,
do not generalize well to open-domain dialogue due to the wide spectrum of correct responses,
commonly known as the one-to-many problem [Zhao et al., 2017c]. Recent work has proposed
several trainable evaluation metrics to address this issue. RUBER [Tao et al., 2018b] evaluates
generated responses based on their similarity with the reference responses and their relatedness
to the dialogue contexts. Lowe et al. [2017b] trained a hierarchical neural network model called
ADEM to predict the appropriateness score of responses. However, ADEM requires human quality
annotation for training, which is costly. Sai et al. [2019] recently showed that trainable metrics
are prone to gamification through adversarial attacks. While past work has focused on inventing
new metrics, this work instead aims to demonstrate that the correlation of existing metrics can be
improved through the use of multiple references for evaluation in open-domain settings.

Prior attempts leveraged multiple references to improve evaluation in the context of text
generation. Qin and Specia [2015] proposed variants of BLEU for machine translation based on
n-gram weighting. In the dialogue domain, Galley et al. [2015] proposed Discriminative BLEU,
which leverages several synthetically created references obtained with a retrieval model from
Twitter corpus. Sordoni et al. [2015] also followed a similar retrieval procedure for multiple-
reference evaluation. Since both of them created their reference sets through retrieval followed by
a rating step, their multi-reference sets do not reflect the natural variability in responses possible
for a context. Sugiyama et al. [2019] proposed a regression-based evaluation metric based on
multiple references. The small set of metrics and few test sentences shows promise, but also the
need for further exploration. We go further with a comparison of single and multiple references
for response quality evaluation and an examination of multiple references for diversity evaluation.
This work is the first, to our knowledge, to create a large test set of several human-generated
references for each context. We believe that it is also the first to perform human correlation studies
on a variety of automatic metrics for both quality and diversity.

Evaluating diversity in dialogue model responses has been studied recently. The most com-
monly used metric is Distinct [Li et al., 2016b], which calculates the ratios of unique n-grams
in generated responses. Distinct is, however, computed across contexts and does not measure
if a model can generate multiple valid responses for a context. Xu et al. [2018] proposed Mean
Diversity Score (MDS) and Probabilistic Diversity Score (PDS) metrics for diversity evaluation
over groups of multiple references over a set of retrieved references. Hashimoto et al. [2019]
proposed a metric for a unified evaluation of quality and diversity of outputs, which however
depends on human judgements. Zhao et al. [2017b] proposed precision/recall metrics calculated
using multiple hypotheses and references as an indicator of appropriateness and coverage. In this
work, we leverage their recall-based metrics in our multi-reference based evaluation of diversity.
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2.3 Methodology

We evaluated the performance of dialogue response generation models from two aspects: quality
and diversity. Quality tests the appropriateness of the generated response with respect to the
context, and diversity tests the semantic diversity of the appropriate responses generated by the
model.

We first describe the evaluation procedures used for the conventional single-reference setting.
Then we present the proposed multi-reference evaluation. We define a generalized metric to be
d(y, r) which takes a produced output y and a reference output r, and produces a matching score
that measure the level of similarity between y and r. We discuss options for d in Table 2.2.

2.3.1 Baseline: Single-reference Evaluation

Quality

During single-reference evaluation, there is only one reference response r. As such, for a given
metric d, the single-reference score will be d(y, r).

Unreferenced Diversity

Most prior work concentrates on unreferenced diversity evaluation since referenced diversity eval-
uation requires a multi-reference dataset. Unreferenced evaluation refers to diversity evaluation
methods which ignore the reference responses, and instead compute diversity as a function only
of the generated responses. The Distinct [Li et al., 2016b] metric calculates diversity by calcu-
lating the number of distinct n-grams in generated responses as a fraction of the total generated
tokens. This score is calculated at the system level - over the set of responses generated for all the
contexts in test set. Given a set of system responses for the same context, Self-BLEU [Zhu et al.,
2018] sequentially treats each one of the generated responses as the hypothesis and the others as
references. This score is computed for every context and then averaged over all contexts. A lower
Self-BLEU implies greater diversity since system outputs are not similar to one another.

2.3.2 Proposed: Multi-Reference Evaluation

Quality

In multi-reference evaluation, a given context has multiple valid responses R = {r1, r2, ..., rn}.
As such, for a given metric d, the multi-reference score can be computed as:

score(y,R) = max
r∈R

d(y, r) (2.1)

We score the system output against only the closest reference response because there are
multiple diverse and valid responses for a given context.
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Metric Description
Word-overlap based metrics

BLEU (Papineni et al.
[2002a])

BLEU is based on n-gram overlap between the candidate and reference
sentences. It includes a brevity penalty to penalize short candidates.

METEOR (Lavie and
Agarwal [2007])

The harmonic mean of precision and recall between the candidate and
reference based on a set of alignments between the two.

ROUGE-L (Lin [2004a]) An F-measure based on the Longest Common Subsequence (LCS) between
the candidate and reference utterances.

Embedding based metrics
Embedding Average (Wi-
eting et al. [2015])

Computes a sentence-level embedding of r and c by averaging the embed-
dings of the okens composing the sentences.

Vector Extrema (Forgues
et al. [2014b])

Computes a sentence-level embedding by taking the most extreme value of
the embeddings of tokens for each dimension of the embedding.

Greedy Matching (Rus
and Lintean [2012])

Each word in the candidate sentence is greedily matched to a word in the
reference sentence based on the cosine similarity of their embeddings. The
score is then averaged for each word in the candidate sentence.

Skip-Thought (Kiros et al.
[2015b])

Uses a recurrent network to encode a given sentence into a sentence level
embedding. We use the pre-trained vectors and implementation provided
by Sharma et al. [2017].

GenSen (Subramanian
et al. [2018])

Generates a sentence level embedding through a sequence-to-sequence
model trained on a variety of supervised and unsupervised objectives in a
multi-task framework.

Table 2.2: Metrics used for both quality and diversity evaluation.

Referenced Diversity

A multi-reference test set also allows referenced diversity evaluation. For a given context c,
we are given multiple reference responses R = {r1, r2, ..., rn} and multiple system outputs
Y = {y1, y2, ..., rm}. For a given metric, d, we compute recall [Zhao et al., 2017b], or coverage,
as follows:

recall(c) =

∑M
j=1maxi∈[1,N ] d (yi, rj))

M
(2.2)

For each of the multiple reference responses, we consider the highest-scoring system output,
then average these scores across the reference responses. A system that generates outputs covering
a large portion of the reference responses thus receives a higher recall score.

2.3.3 Metrics

We consider several metrics for quality and diversity evaluation including (1) word-overlap metrics,
and (2) embedding-based metrics. We describe the metrics in Table 2.2. Each metric represents
an instantiation of the generalized scoring function d.
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2.3.4 Compared Models

Our experiments are conducted using four models: a retrieval model and three different generative
models. We treat human generated responses as an additional model.

Human: To represent ideal model performance for a particular context, we use a human generated
response for that context.

Dual Encoder: A strong baseline for dialogue retrieval is the Dual Encoder (DE) architecture
[Lowe et al., 2015a]. The model first encodes a given dialogue context and response using an
LSTM encoder. It then takes the dot-product of the two latent representations to output the
likelihood of the response. The Dual Encoder is trained to differentiate between correct responses,
and uniformly sampled negative responses. During inference, however, it chooses a correct
response for a given context out of all the responses that occur in the training set.

Seq2Seq: Sequence-to-sequence (Seq2Seq) networks [Sutskever et al., 2014b] are a typical
baseline for dialogue systems [Vinyals and Le, 2015]. Our model consists of an LSTM encoder,
an LSTM decoder and an attention mechanism [Bahdanau et al., 2014].

HRED: Hierarchical Recurrent Encoder Decoder networks (HRED) [Serban et al., 2016c] are a
modification of Seq2Seq networks. Rather than encoding the context as a sequence of words, the
encoding of the context is done in a two-step process. First, all the utterances of a context are
independently encoded by an LSTM utterance encoder. Second, given the latent representations
of each utterance, a context encoder encodes the dialogue context. The attention mechanism of
the decoder attends over the timesteps of context encoder.

CVAE: The Conditional Variational Autoencoder (CVAE) model [Zhao et al., 2017b]. CVAE
models incorporate discourse-level latent variables in HRED, in which the latent variables repre-
sent the discourse-level intentions of the system. Specifically, we reproduce the CVAE network
from [Zhao et al., 2017b], where the latent variables follow a multivariate Gaussian distribution
with a diagonal covariance matrix. The dimension of the latent variable is 256. To have a fair
comparison, the rest of the structure is the same as the HRED with bidirectional LSTM utterance
encoders and LSTM context encoder and response decoder. To alleviate the posterior collapse
issue for training text CVAEs [Bowman et al., 2016], we use bag-of-words auxiliary loss [Zhao
et al., 2017b] and KL-annealing [Bowman et al., 2016].

Reference Very
Appropriate Appropriate Neutral Not

Appropriate
Not Appropriate

at all
From original dataset 41% 54% 2% 3% 0%

Sampled from
multi-reference collected

40% 52% 3% 5% 0%

Table 2.3: Results from dataset quality experiment
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2.4 Multi-Reference Data Collection

We used the following procedure to prepare the DailyDialog test set for the multi-reference test
set collection. A dialogue D in the test set consists of utterances {u1, u1, ..., un}. Here, ui denotes
the utterance at the ith turn. For generating dialogue contexts, we truncate the dialogue at each
possible utterance, except the last one. The response following each context is treated as the
reference response. As an illustration, for the Dialogue shown in Table 2.1, we would generate the
following context-reference pairs: Context 1: “911 emergency. What is the problem?”, Reference
1: “I would like to report a break-in.”. Context 2: “911 emergency ... report a break-in.”, Reference
2: “’When was this break-in?’. In our multi-reference dataset, we expand each single-reference to
a set of multiple references.

2.4.1 Data Collection Procedure

We designed an interface for multi-reference data collection using Amazon Mechanical Turk
(AMT). For every HIT, we asked an AMT worker to generate 4 diverse follow-up responses
for a conversation. A snapshot of the data collection interface is shown in Figure 2 (Appendix).
We provided instructions and examples to further clarify the task. To maintain quality post
data collection, we filter out responses collected from workers who either generated very short
responses or entered the responses in very short amount of time consistently.

2.4.2 Data Quality

Using the method described above, we collected 4 diverse responses for the 1000 dialogues in
the test set, which consists of 6740 contexts. To validate the quality of the collected dataset, an
experiment on AMT is carried out for 100 contexts sampled randomly from the dataset. Workers
are shown a dialogue context followed by 3 responses shuffled in a random order - 1) the original
response from the dataset 2) a random response from the collected multi-references, and 3) a
distractor response, irrelevant to the dialogue context. We use distractor responses to filter out
poor annotations where the annotator gave high ratings to the distractor response. We ask the
workers to rate each of the 3 responses for a dialogue context on a scale of 1-5 for appropriateness,
where 1 indicates Not Appropriate at all and 5 indicates Very Appropriate. We present the ratings
from the experiment in Table 2.3 for the original responses from the dataset, and the responses
from the multi-reference set. We observe that 92% sampled responses from the multi-reference
set are marked Appropriate or Very Appropriate. Moreover, only 8% of the responses are marked
Not Appropriate or lower, compared to 5% for the original reference set. This indicates that the
collected reference set is close to the original reference set in quality. Furthermore, the responses
are generated specifically for each context, they are coherent with the context.

We present the average number of unique 1, 2 and 3 grams in the original ground truth and the
set of collected multi-reference ground truth in Table 2.4. The higher number of unique ngrams in
the multi-reference ground truth indicates that the new ground truth captures more variation in the
set of possible responses.
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Reference Original Multi-reference
Unique 1-gram 17.55 23.62
Unique 2-gram 27.88 58.69
Unique 3-gram 21.79 50.34

Table 2.4: Comparison of number of unique n-grams in original versus multiple references.

2.4.3 Choice of dataset

There are only a few open-domain multi-reference datasets and they have been collected artificially
either by retrieval [Xu et al., 2018, Galley et al., 2015] or are very small in scale [Sugiyama et al.,
2019]. Therefore we augmented the original test set of the DailyDialog dataset [Li et al., 2017],
which has a sufficiently large test set. Conversations in DailyDialog cover 10 different topics on
daily life. We chose to augment the DailyDialog dataset due to the following reasons- 1) The
dialogs in this dataset are about daily conversation topics and thus it is easier to augment them
using crowdsourcing.2) The dialogs in this dataset are generally more formal than datasets such
as the Twitter Dialog Corpus [Ritter et al., 2011] and Ubuntu Corpus [Lowe et al., 2015b] which
contain noise such as typos and slangs. 3) The dialogs generally have a reasonable number of
turns, which makes it easier for a person to understand the context and generate a reply. Therefore,
given the size of the original DailyDialog test set and the above-mentioned properties of the
dataset, we chose to augment the test set of DailyDialog.

2.5 Experiments

This section describes the experiments conducted to explore the effectiveness of multi-reference
evaluation.

2.5.1 Correlation Analysis for Quality

This analysis aims to compute the correlation between human quality judgments and two forms of
automatic evaluation, both single-reference and multi-reference.

Human Annotations

A collection of 100 dialogue contexts are randomly selected from the dataset. For a particular
dialogue context, each of the four models produces a response. In addition, we collect a human re-
sponse using Amazon Mechanical Turk (AMT), making it total of five responses for each dialogue
context. Given these context-response pairs, each response is rated in terms of appropriateness
(from 1-5) by 5 different AMT workers. The ratings are removed for workers with a Cohen’s
Kappa κ [Cohen, 1968] inter-annotator agreement score of less than 0.2. The remaining workers
had a mean κ score of 0.43, indicating moderate agreement.
Results
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Single-reference Multiple-reference
Metrics Spearman p-value Pearson p-value Spearman p-value Pearson p-value
BLEU-1 0.0241 0.591 0.1183 0.008 0.1572 0.000 0.2190 0.000
BLEU-2 0.0250 0.577 0.1803 0.000 0.2077 0.000 0.2910 0.000
BLEU-3 0.0608 0.175 0.1269 0.005 0.2520 0.000 0.2086 0.000
BLEU-4 0.0345 0.441 0.1380 0.002 0.2202 0.000 0.2333 0.000
METEOR 0.1064 0.017 0.1871 0.000 0.2247 0.000 0.2855 0.000
ROUGE-L 0.0715 0.110 0.1408 0.002 0.2203 0.000 0.2798 0.000
Embedding Average 0.0301 0.502 -0.0067 0.880 0.1248 0.005 0.0636 0.156
Vector Extrema 0.1919 0.000 0.2114 0.000 0.2785 0.000 0.2946 0.000
Greedy Matching 0.1306 0.003 0.1150 0.010 0.2367 0.000 0.2352 0.000
Skip-Thought -0.0029 0.949 -0.1463 0.001 0.1049 0.019 -0.0716 0.109
GenSen 0.0731 0.103 0.1110 0.013 0.1832 0.000 0.2389 0.000

Table 2.5: Correlation of various metrics when evaluated using single-reference and multi-
reference test sets. Evaluation using Multiple References leads to better correlation across all
metrics.

Utterance level correlation: The results of the correlation study conducted for 5 model responses
for 100 contexts are shown in Table 2.5. Pearson correlation is computed to estimate linear
correlation, and Spearman correlation to estimate monotonic correlation. The correlations with
human quality judgments are computed for both single-reference and multi-reference evaluation.
The multi-reference test set consists of both the original reference and the four new collected
reference responses. For single-reference evaluation, except for METEOR and Vector Extrema
metrics, the correlation is either small or statistically less significant. On the other hand, every
metric shows higher and significant correlation for multi-reference evaluation, with METEOR,
ROUGE-L and Vector Extrema achieving the highest correlation values. These results indicate
that multi-reference evaluation correlates significantly better with human judgment than single-
reference, across all the metrics. This reaffirms the hypothesis that multi-reference evaluation
better captures the one-to-many nature of open-domain dialogue.

System level correlation: For each model used in the correlation study, the average human rating
and average metric scores for 100 contexts are used to calculate system-level correlations. We
show system-level correlations for metrics BLEU-2 and METEOR metrics in Figure 2.1. Each
point in the scatter plots represents the average scores for a dialogue model. Average human
scores are shown on the horizontal axis, with average metric scores on the vertical axis. Humans
ratings are low for responses from the retrieval model, and higher for human responses and
responses from HRED model. It is clear that the difference in scores for models when evaluated
using single-references is not significant enough to compare the models, as the average metric
scores have near zero or very weak correlation with average human ratings. This renders them
insufficient for dialogue evaluation. However, with multi-reference evaluation, the correlation
is higher and significant, which differentiates the models clearly. Thus, multi-reference based
evaluation correlates well with humans both at utterance level and at the system level.

17



(a) BLEU2-human ratings - single-references (b) BLEU2-human ratings - multiple references

(c) METEOR-human ratings - single-references (d) METEOR-human ratings - multiple references

Figure 2.1: System level correlations for BLEU-2 and METEOR metrics. Multi-reference
evaluation shows higher correlation with more clear differentiation in model performance.

2.5.2 Correlation Analysis for Diversity
This section aims to demonstrate that referenced diversity evaluation methods better correlate
with human judgements of diversity, than previously used unreferenced diversity metrics. While
unreferenced metrics simply reward lexical differences amongst generated outputs, referenced
methods (e.g., the recall metric) aims to calculate the coverage of the responses. The correlation of
human diversity scores is calculated with both unreferenced and referenced measures of diversity.

Human Annotations

Multiple hypotheses were generated from all the models. For CVAE, multiple responses are
sampled from the latent space with greedy word-level decoding. For rest of the generation models,
five responses were obtained using sampled decoding. For retrieval models, the top five retrieved
responses were used. Human annotations of these multiple hypotheses were collected as follows:
(1) Workers mark the responses which they find to be appropriate for the conversational context,
(2) They then provide a score for the diversity of the responses based on how different they
are in meaning. This two-stage annotation process captures a desired form of system diversity:

18



Metric Spearman p-value Pearson p-value
Distinct-1 0.0204 0.647 0.0465 0.299
Distinct-2 -0.1282 0.004 -0.0568 0.205
Distinct-3 -0.1316 0.003 -0.0184 0.681
Self BLEU-2 -0.1534 0.001 -0.1251 0.005
Self BLEU-4 -0.0836 0.061 -0.0304 0.497
Recall BLEU-2 0.2052 0.000 0.2469 0.000
Recall BLEU-4 0.1713 0.000 0.1231 0.005
Recall METEOR 0.1993 0.000 0.2165 0.000
Recall ROUGE-L 0.1862 0.000 0.2234 0.000
Recall Vector Extrema 0.2063 0.000 0.2314 0.000
Recall Greedy Matching 0.0797 0.075 0.1204 0.007

Table 2.6: Correlation scores for diversity metrics

generated outputs should be varied, but also appropriate. The scores are averaged across the three
workers’ annotations. We filtered out ratings from workers with low inter-annotator agreement as
described in section 2.5.1. The final mean κ score of 0.41, which indicates moderate agreement.

Results

The results for the diversity correlation analysis are shown in Table 2.6 for a selected set of metrics2.
The unreferenced metrics, Distinct and Self-BLEU, correlate poorly with human judgment. This
is probably because these metrics evaluate lexical diversity, while humans evaluate diversity of
meaning. Furthermore, unreferenced metrics do not consider the reference response and reward
diverse outputs without considering appropriateness. With referenced diversity evaluation, using
the recall method, BLEU-2 and Vector Extrema show the highest correlation. While metrics like
Self-BLEU and Distinct can be “gamed” by producing meaningless albeit very diverse responses,
the referenced recall metrics require both appropriate and diverse outputs. As such, referenced
evaluation correlates significantly better with human notions of diversity. Thus, the construction
of a multi-reference dataset allows for improved diversity metrics.

2.5.3 Automatic Evaluation of Models
We use our multi-reference evaluation methodology to compare the models and the human
generated responses on the whole test dataset. For the human model, we use one reference from
the multi-reference set as the hypothesis. Human responses are generally more interesting and
diverse than model responses, which are known to suffer from the dull response problem [Li
et al., 2016d]. Because of this reason, we would expect the human generated responses to get
higher scores than the dialogue models. However, the results presented in Table 2.7 show that
single-reference automatic evaluation ranks few models higher than the humans model. With
multi-reference evaluation, human performance is significantly higher than model performance.

2For Self-BLEU we calculate correlation with values substracted from 1 as Self-BLEU is inversely related to
diversity
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Single-reference Multiple-reference

Metric Dual
Encoder Seq2Seq HRED CVAE Human Dual

Encoder Seq2Seq HRED CVAE Human

BLEU-2 0.0399 0.0521 0.0604 0.0656 0.0513 0.0625 0.0981 0.1061 0.1033 0.1637
BLEU-4 0.0168 0.0252 0.0301 0.0291 0.0245 0.0241 0.0445 0.0497 0.0429 0.0791
METEOR 0.0653 0.0544 0.0607 0.0724 0.0592 0.1000 0.0970 0.1036 0.1120 0.1456
ROUGE-L 0.1522 0.1847 0.1998 0.2088 0.1682 0.2216 0.2927 0.3044 0.2997 0.3502
Vector
Extrema

0.4005 0.5124 0.5002 0.4893 0.4823 0.4713 0.6191 0.5975 0.5722 0.6134

Greedy
Matching

0.6257 0.7167 0.7104 0.7078 0.6799 0.6991 0.7649 0.7551 0.7457 0.7562

Recall
BLEU-2

0.0662 0.0544 0.0766 0.1077 0.0898 0.0436 0.0377 0.0556 0.0679 0.0984

Recall
Vector
Extrema

0.4945 0.5127 0.5397 0.5586 0.5651 0.4934 0.5334 0.5476 0.5653 0.5881

Table 2.7: Model evaluation with automatic metrics on Single and Multiple references. Multiple
reference evaluation is able to correctly rank human responses higher than model responses.

We further present scores for diversity metrics on multiple hypothesis generated for 100 contexts
in the last two rows of the table. The use of multi-reference evaluation covers a wider array of
valid responses, which strongly rewards the diverse human responses compared to single-reference
evaluation.

2.5.4 Effect of number of references

The correlation of automated evaluation with human judgment is calculated at various numbers of
reference responses. The results shown in Figure 2.2 demonstrate that the Pearson correlation
with human judgment generally increases sharply up to 3-5 references. It further increases slowly
up to about 7 references and then seems to plateau at around eight references. This suggests that
four to eight references give sufficient coverage of the response space, and collecting additional
references does not provide much value in terms of mitigating the issues of the one-to-many
problem.

2.6 Discussion and Conclusion
This work proposes a more reliable methodology for automatic evaluation of open-domain
dialogues with the use of multiple references. We augment the test set of DailyDialog dataset
with multiple references and show that multiple references lead to better correlation with human
judgments of quality and diversity of responses. Single-reference based evaluation can unfairly
penalize diverse and interesting responses which are appropriate, but do not match a particular
reference in the dataset. However, multiple references can cover the possible semantic space
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Figure 2.2: Correlation with varying number of references. Trend stabilizes after 4-5 references

of replies for a context better than a single reference. Thus using multi-reference test sets can
improve the way open-ended dialogue systems are currently evaluated. Our experiments also
show that human-generated responses perform worse than models across most metrics when
using single-reference evaluation, but multiple reference evaluation consistently ranks human
responses higher than model-generated responses. Furthermore, we show how varying the number
of references effects human judgement correlation. This methodology could easily be extended to
other open domain datasets if the community can make similar multi-reference test sets publicly
available.

We illustrate the strength of multi-reference evaluation through scores calculated for some
metrics using both single and multiple references for an example context in Table 2.8. Multiple
reference-based evaluation is often good at assigning higher scores when there is more scope
for diversity in the responses as illustrated by the example. It should be noted that multiple
reference evaluation generally increases the scale of metrics for all responses, and this includes
dull responses.

The multi-reference data collection procedure in this work collects the same number of
responses for all contexts. However, different dialogue contexts might possess different levels
of “open-endedness”. For e.g., a context like “Would you like to dance?” would generally have
fewer possible variations in responses than a more open-ended context like “What did you do
yesterday?”. Therefore, the number of references to collect for a context could be based on the
expected variability in responses for the context. Such a procedure would capture more variability
over the dataset for a fixed budget.

An important direction in dialogue system research is to build models that have more engaging
and meaningful conversations with a human. With the recent push towards models which can
generate more diverse and interesting responses, appropriate evaluation methodologies are an
important and urgent need for the community. Human level evaluation of generation and diversity
is challenging to do in a completely automatic way, however, compared to evaluating with a single
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Dialogue Context:
Person A: excuse me . check please .
Generated Response
sure , i ’ll grab it and be right with you .
Single-reference Response:
ok , how was everything ?
Multiple-reference Responses:
i ’ll get it right away .
here is the check .
no problem , let me get your server .
i ’ll be right back with it .

Metric Single reference Multiple reference
BLEU-2 0.0275 0.3257
METEOR 0.0539 0.3425
Vector Extrema 0.5523 0.8680

Average Human Rating: 5

Table 2.8: Difference in metric scoring by single versus multiple reference evaluation. For the
example shown on the left, single-reference evaluation based metrics scores the highly relevant
response very low, while multi-reference evaluation based metrics assign high scores.

response, we show that the proposed evaluation methodology is more reliable and will facilitate
progress in this direction. In this work we have chose one dataset for extensive experimentation,
but in the future studies, it will be worth collecting more datasets and repeating the correlation
experiments.

22



Chapter 3

Synthesizing Adversarial Negative
Responses for Robust Response Ranking
and Evaluation

In the previous chapter, we explored using multi-reference evaluation to improve dialogue response
evaluation. Unlike reference-based metrics, neural-model based automatic metrics allow response
evaluation for unseen test scenarios. Response ranking and evaluation tasks are formulated
as a binary classification of responses given in a dialogue context, and models generally learn
to make predictions based on context-response content similarity. However, over-reliance on
content similarity makes the models less sensitive to the presence of inconsistencies, incorrect
time expressions and other factors important for response appropriateness and coherence. We
propose approaches for automatically creating adversarial negative training data to help ranking
and evaluation models learn features beyond content similarity. We propose mask-and-fill and
keyword-guided approaches that generate negative examples for training more robust dialogue
systems. These generated adversarial responses have high content similarity with the contexts but
are either incoherent, inappropriate or not fluent. Our approaches are fully data-driven and can
be easily incorporated in existing models and datasets. Experiments on classification, ranking
and evaluation tasks across multiple datasets demonstrate that our approaches outperform strong
baselines in providing informative negative examples for training dialogue systems.1

3.1 Introduction

Due to growing availability of dialogue corpora [Li et al., 2017, Zhang et al., 2018a, Smith et al.,
2020] and the advancement of neural architectures [Radford et al., 2019a, Brown et al., 2020,
Devlin et al., 2019], dialogue systems have achieved considerable success. As typically formulated,
dialogue models generate one or more candidate responses to a provided context, consisting of
past dialogue turns. Dialogue ranking [Zhou et al., 2018c, Wu et al., 2019c, Hedayatnia et al.,
2022] and evaluation models [Tao et al., 2018a, Yi et al., 2019, Sato et al., 2020, Sai et al., 2020b,

1Code and data are publicly available https://github.com/prakharguptaz/Adv_gen_dialogue
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Zhang et al., 2022a], in turn, are deployed to select and score candidate responses according to
coherence and appropriateness.

Ranking and evaluation models are generally trained using true positive responses and ran-
domly selected negative responses, which raises two issues. First, random negative candidates
often have low content similarity with the context, and thus models learn to associate response
coherence and appropriateness with content similarity [Yuan et al., 2019, Whang et al., 2021b,
Sai et al., 2020b]. In real systems, generated response candidates tend to be more similar in terms
of content, and so other factors (e.g., time expressions, dialogue acts, inconsistencies) tend to be
more important. Second, randomly selecting candidates as negative examples in an open domain
context can result in false negatives, leading to misclassification of appropriate responses.

To make dialogue models more robust to the spurious pattern of content similarity, prior work
proposed to leverage adversarial and counterfactual examples [Kaushik et al., 2020, Srivastava
et al., 2020]. A reliable method for creating counterfactual data is to collect human-written
adversarial negative responses [Sai et al., 2020b], but it is expensive, time-consuming, and difficult
to scale. Our goal is to create reliable automatic methods for synthesizing adversarial negative
responses.

The most common approach to generating natural language adversarial examples prior to 2021
was to paraphrase or insert typos, synonyms, or words relevant to the context in the inputs [Iyyer
et al., 2018, Ebrahimi et al., 2018, Alzantot et al., 2018, Zhang et al., 2019a]. In open domain
conversations, however, a context can have a wide range of possible responses with varied forms
and semantics. Small lexical variations via substitutions and paraphrasing do not provide adequate
coverage over the possible space of adversarial responses, and they can also lead to generation of
false negatives due to the open-ended nature of dialogues. Creating adversarial dialogue responses
is thus different, and can be more challenging than in other natural language domains.

We propose two approaches for adversarial response creation: 1) a mask-and-fill approach
that corrupts gold responses related to the context but retains content similarity, and 2) a keyword-
guided generative approach that uses concepts from the context to generate topically relevant but
incoherent responses. These approaches do not require additional annotations, are black-box (do
not need access to model parameters), and are easily adapted to new datasets and domains.

The main contributions of this work are: 1) We identify and discuss error patterns present in
retrieval and generation model outputs, which are difficult to detect due to high content similarity;
2) To the best of our knowledge, we are the first to propose automatic approaches for creating
adversarial responses for dialogue model training in a black-box setting; and, 3) We demonstrate
that our proposed approaches achieve better performance compared to strong baselines on two
datasets on dialogue classification, ranking and evaluation tasks.

3.2 Related Work
Dialogue response ranking and evaluation are important tasks in dialogue domain because even
the recent large pretrained-language model based architectures [Zhang et al., 2020d, Humeau
et al., 2020, Adiwardana et al., 2020a, Roller et al., 2021b, Gupta et al., 2021a, Yeh et al.,
2021b] have been shown to be susceptible to creating inconsistent, ungrammatical and incoherent
responses [Roller et al., 2021b]. Traditional word-overlap based metrics like BLEU have been
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shown to be ineffective for dialogue response scoring [Liu et al., 2016a, Gupta et al., 2019].
Trainable metrics such as ADEM [Lowe et al., 2017a], RUBER [Ghazarian et al., 2019] and
USR [Mehri and Eskenazi, 2020b] have been proposed for these tasks. However, since they are
trained using negative samples obtained from random contexts, they are also prone to the spurious
pattern of content similarity.

Adversarial or counterfactual data creation techniques have been proposed for applications
such as evaluation [Gardner et al., 2020, Madaan et al., 2020], attacks [Ebrahimi et al., 2018, Wal-
lace et al., 2019, Jin et al., 2020], explanations [Goodwin et al., 2020, Ross et al., 2020] or training
models to be robust against spurious patterns and biases [Garg et al., 2019, Huang et al., 2020b].
Adversarial examples are crafted through operations such as adding noisy characters [Ebrahimi
et al., 2018, Pruthi et al., 2019], paraphrasing [Iyyer et al., 2018], replacing with synonyms [Alzan-
tot et al., 2018, Jin et al., 2020], rule based token-level transformations [Kryscinski et al., 2020],
or inserting words relevant to the context [Zhang et al., 2019a]. While these approaches are
optimized to change the predictions of a target model by perturbing the inputs, our approaches
are more general and are not optimized towards any target model. Polyjuice [Wu et al., 2021b]
and FactCC [Kryscinski et al., 2020] proposed approaches for model-agnostic general-purpose
counterfactual generation. These approaches change the model’s prediction by creating small
edits through substitutions and insertions to the inputs. They are not applicable to our setting
where we aim to flip the gold label, that is, convert a valid response to an adversarial response,
while the model prediction should ideally remain the same to create hard training examples.
Furthermore small perturbations do not provide good coverage over the adversarial response space
and can create false negative responses. Adversarial semantic collisions [Song et al., 2020] aims
to generate texts that are semantically unrelated but judged as similar by NLP models to expose
model vulnerabilities. However, the outputs which are unrelated to the context are not useful for
adversarial training as they are easy to classify.

Finally, negative sampling strategies have also been studied for creating hard negative samples
in context of visual embeddings [Faghri et al., 2018, Guo et al., 2018], knowledge graphs [Kotnis
and Nastase, 2017], document retrieval [Saeidi et al., 2017, Karpukhin et al., 2020a] and response
retrieval [Li et al., 2019, Lin et al., 2020b]. In this work we compare and build upon past work
and are the first to propose generative approaches for adversarial negative response creation in
dialogue.

3.3 Properties of Adversarial Responses
Models trained using randomly sampled negative examples tend to assign high scores to responses
with high content similarity with the context, and often ignore other important factors necessary
for response appropriateness and coherence. Therefore, we aim to generate adversarial negative
responses which have high content similarity with the context, but which still possess factors
rendering the responses inappropriate to the context. We present the categorization of such factors
or error types which can make a response inappropriate in Table 3.1. For each category, we
provide its description and sample context-response pairs. To create this categorization, we
manually analyzed responses present in outputs of generative models, candidates of retrieval sets,
and human written adversarial dialogue responses [Sai et al., 2020b]. Categories C-ent, C-time
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Error cate-
gory

Description Sample responses

C-ent Incorrect enti-
ties or actors
(R,G)

Incorrect subject or object
of verbs or presence of one
or more incorrect entities
or coreference.

Context: I am so happy that you are doing
okay.
Response: My friend is always happy.

C-time Incorrect
Time expres-
sions (R)

Use of incorrect time
expressions or tense of
verbs.

Context: What are you going to do on Mon-
day?
Response: Yesterday, I celebrated my
daughter’s wedding anniversary.

C-cont Contradictory
or extraneous
details (R,G)

Presence of details which
make the response incon-
sistent within itself or con-
tradict the context

Context: A: I don’t know why I bothered
to come here.
B: Did you enjoy your stay?
Response: I enjoyed the concert a lot.

C-speaker Incorrect
speaker turn
(R)

The response is relevant to
the conversation but from
the wrong speaker.

Context: What starting salary would you
expect here?
Response: If you work overtime, I will pay
you extra salary.

C-follow Does not di-
rectly address
the context
(R,G)

The response does not fol-
low immediately from the
context.

Context: What would you like for main
course sir?
Response: I know very well how to make
noodles, and I taught one of my friends.

C-strat Incorrect
strategies
(R,G)

Use of incorrect dialogue
act, emotion, persona or
style

Context: I can’t find the paper clips.
Response: Ok, great work.

C-lang Poor language
(G)

Presence of poor grammar,
incorrect sentence struc-
tures or repetitions

Context: Do you have mixed drinks avail-
able here?
Response: Yes. This order is divided by 16
divided for main main ones of order.

Table 3.1: Error categories prevalent in inappropriate responses with high context-response
semantic relatedness. We present 7 categories with their descriptions and sample context and
response pairs. For each category we also indicate whether it is frequently observed in Retrieval
(R) or Generation (G) models. Models which simply learn to associate response coherence with
content similarity often ignore these errors. Our approaches create adversarial negative data for
training dialogue models by introducing such errors in context relevant utterances.

and C-cont are errors related to various inconsistencies and logical flaws in the responses and
indicate poor response appropriateness. Categories C-speaker, C-follow and C-strat are error
types specific to the dialogue setting and indicate poor response coherence. Category C-lang
indicates poor response fluency. Our categorization of errors is inspired by the categorization
suggested by Pagnoni et al. [2021] for factuality of summarization, and Higashinaka et al. [2019],
Ko et al. [2019] and Sato et al. [2020] for dialogue. These categories inform our approaches as
well as error analysis.
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3.4 Methodology

For a given dialogue context C and its gold response Rg, our goal is to generate an adversarial
response Ra such that while achieving high scores from dialogue ranking or evaluation models, it
should not be a valid response to the context C. Dialogue ranking and evaluation models trained
with such hard synthetic negative responses should learn to associate response relevance with
features beyond content similarity, and hence become robust against spurious features.

The adversarial responses should satisfy the following criteria: 1) have high content similarity
with input contexts; 2) have one or more errors (Table 3.1) which make the response inappropriate
to the context; 3) be hard training examples, that is, they should likely be misclassified by current
models as correct; and 4) sufficiently cover errors which occur naturally in model generated
responses and retrieval candidates, and therefore they should be plausible and diverse. We propose
two approaches for synthesizing adversarial negative examples - a mask-and-fill approach and a
keyword-guided generation approach which we discuss next.

3.4.1 Mask-and-fill Approach

This approach modifies and corrupts original utterances related to a context as shown in Figure 3.1.
It consists of two steps: 1) masking, where one or more tokens of an original utterance are masked
out; and 2) infilling, where the masked out tokens are substituted with new tokens. For a context
C, the set of original utterances consists of:
• Set of ground truth responses of the context - Rg.
• Set of utterances from the context - Uc.
• Set of retrieved responses based on context - Re.
Masking: We use the hierarchical masking function from Donahue et al. [2020b] which selectively
masks spans at the granularities of words, n-grams, and sentences. We apply the masking function
to each utterance multiple times to get up to 3 masked versions per utterance. Each utterance
is constrained to have at least two masked spans. The spans are selected randomly for masking
following [Donahue et al., 2020b].
Infilling: We extend the Infilling Language Model (ILM) from Donahue et al. [2020b] for
dialogue response infilling (Figure 3.1). The ILM model is a GPT-2 [Radford et al., 2019a] based
language model. For any piece of text t with some spans masked with [blank] tokens, it is trained
to predict the blanked spans in t as a sequence generation problem. Each blank is infilled with an
n-gram which can consist of one or more tokens. For generating adversarial responses, infilling
is done by conditioning on random contexts Crand instead of the original context C to introduce
various categories of errors (Table 3.1). For example in Figure 3.1, conditioning on a random
context leads to the infilling of “the marriage” in the response, introducing error of type C-ent.
For the context “Did you stay your stay at our hotel?” it generates a response “I enjoyed at lot at
the marriage”. By corrupting the three types of utterances Rg, Uc and Re, this approach is able to
introduce errors covering the 7 categories in Table 3.1.
Preventing false negatives: Accidentally incorporating false negatives during training can lead
to the model learning to misclassify appropriate responses. However due to the open-ended
nature of dialogue responses, preventing generation of false negatives is not trivial. In addition to
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Figure 3.1: Mask-and-fill approach using ILM model. ILM is trained to infill n-grams in place of
blanks in a response. Tokens after [infill] replace the [blank] tokens. During training, Mask-and-fill
learns to infill responses conditioned on the correct context. During testing, it infills the response
conditioned on a random context which introduces errors in the response.

conditioning on random contexts, we incorporate the following mechanisms during infilling to
further reduce false negative generation:
• Semantics of substitution: We only select token substitutions which were not present in the

tokens which were blanked. We also lower the generation probability of the blanked tokens’ top
10 related words based on GloVe embedding [Pennington et al., 2014] similarity by a factor of
100. This ensures that the blanks are not infilled by the originally blanked tokens or any related
words.

• Degree of substitution - To ensure that the generated negative response is sufficiently different
from the original utterance, we filter out the original utterance if the number of words in the
utterance after stop-word removal is less than 2. We also filter a generated response if the
difference in count of non stop-words between the original and generated response is less than
2.

Improving fluency: The ILM model often generates responses with poor grammar or structure.
To improve the fluency of the adversarial response sets, we first generate up to 4 different infilled
variations of the masked original utterances, then score them using a GPT-2 based scorer named
lm-scorer2. We then select the desired number of responses from this larger set.

3.4.2 Keyword-guided Approach

This approach generates adversarial responses using keywords from the context as guidance, as
shown in Figure 3.2. The base generative architecture is a GPT-2 based dialogue model and
it is trained to generate responses conditioned on the context and the response keywords. For
adversarial response generation, the generation is conditioned on a random context Crand and
keywords from the test context C. In Figure 3.2, for the context “How long did it take you to
get your license?” it generates a response “We will bring our license and documents.” To create
the keyword set K for a response, the model selects n number of keywords randomly from the

2https://github.com/simonepri/lm-scorer
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Training
[context]

[keywords]
[response]

How long did it take you to get your license?
month [sep] license 
It took me 1 month to get the license

Testing
[context]

[keywords]
[response]

We should visit the park today.
license
We will bring our license and documents.

Figure 3.2: Keyword-guided approach for adversarial response generation. During training, the
model learns to generate a response conditioned on its keywords and the correct context. During
testing, it generates the response conditioned on a random context and keywords extracted from
the correct context. The generated response thus shares content with the test context but does not
directly address the context.

set of all keywords extracted from the context C, where n is chosen randomly between 1 to 3
for every context. Keyword extraction is performed using Rake [Rose et al., 2010]. We call
this model Key-context. Since the generation is conditioned on keywords from context C, the
generated response shares some content and semantics with the test context. However, since it is
also conditioned on a random context Crand, the generated response also incorporates entities,
time expressions, speaker role, dialogue act, and other details based on Crand. Since the generation
model is not perfect, it also introduces errors related to fluency. Hence, the model is able to
introduce errors covering the 7 categories in Table 3.1.

Key-context only uses keywords from the context to induce content similarity with the context.
However, responses can have high content similarity due to the presence of similar concepts rather
than just keywords. To introduce content similarity at concept level, we expand the keyword set
K with their top 10 most related words based on their GloVe embeddings. We use the gensim
library3 to find the most related words. For example, the related words for the keyword “christmas”
are “holidays” and “easter”. We replace a keyword in keyword set K with one of its related words
with a probability of 0.5. We call this variant Key-sem.

3.4.3 Classification Model
Our classification model architecture is based on the Speaker-Aware Bert (SA-Bert) model [Gu
et al., 2020a]. Given a dialogue context C = {C1, C2, . . . , Ch} with Ck denoting kth utterance
in the context, a response r and a label y ∈ {0, 1}, the goal of the dialogue model M is to
learn a score s(C, r) by minimizing cross-entropy loss function for the binary classification
task. To calculate s(C, r), C and r are concatenated, with a prepended [CLS] token. The output
vector E[CLS] ∈ RH for the [CLS] token is used as the aggregated representation for the context-
response pair classification. The final prediction is made as ŷ = softmax(WE[CLS]), where
W ∈ R2×H . SA-Bert model incorporates speaker information in two ways. First, an additional

3https://radimrehurek.com/gensim/
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speaker embedding is added to the token representations which indicates the speaker’s identity for
each utterance. Second, a [EOT] token is added at the end of each speaker turn. Before fine-tuning
Bert model on the classification task, we first adapt Bert to the dataset by using the standard
masked language model objective [Devlin et al., 2019].

3.5 Experiments

We test our approaches and baselines on dialogue classification, ranking and evaluation tasks.

3.5.1 Training Details

We use the base-uncased checkpoints for BERT [Devlin et al., 2019] and ELECTRA [Clark et al.,
2020] from the Hugging Face transformers library [Wolf et al., 2020]. We trained the models with
maximum sequence length of 128, maximum number of training epochs set to 3, Adam optimizer
with initial learning rate of 5e-5 with linear decay, batch size of 60 per GPU on machines with 4
Nvidia 2080Ti GPUs. For generation, we use temperature of 0.9, nucleus sampling with p equal to
0.9 and minimum length of 5. We repeat each experiment three times (five times for BERT-based
models) with different random seeds, use the validation split to select the best model, and report
the mean metric values. Validation was done every 200 batches.

3.5.2 Experimental Setup

Datasets

We use two open-domain dialogue datasets: DailyDialog++ [Sai et al., 2020b] and PersonaChat
[Zhang et al., 2018a]. DailyDialog++ consists of 16900 dialogue contexts in train set, 1028
in validation set and 1142 in the test set. Each context contains 5 positive responses and 5
random negative responses. It also contains 5 adversarial responses per context collected through
crowdsourcing where annotators were instructed to create negative responses with high content
similarity with the context. A subset of 9259 out of the 16900 training contexts have 5 human-
written adversarial negative responses. It has two test sets, adversarial test set and random test set,
based on the type of the negative response. PersonaChat dataset [Zhang et al., 2018a] is a corpus
of human-human persona-conditioned conversations consisting of 8938 dialogues in the train set.
We sample 2 random context-response pairs from each dialogue with a total of 17876 contexts for
training. We prepend the persona utterances to the dialogue contexts in our experiments. Since
there is no human-created adversarial test set available for PersonaChat dataset, we construct
an artificial adversarial dataset by randomly selecting an utterance from the dialog context and
inserting it in the set of candidate responses following Jia and Liang [2017] and Whang et al.
[2021b]. The adversarial test set for each context consists of the ground truth response, one
utterance selected from the dialog context, and 8 random negative responses. The random test set
consists of 9 random negative responses.
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Metrics

For classification task, we report the accuracy following [Sai et al., 2020b]. For ranking task, we
report standard ranking metrics - Recall Rn@k and mean reciprocal rank (MRR). For DailyDia-
log++, n is 6 in Recall as candidates consist of one positive response with 5 negative responses.
For PersonaChat, n is 10. For both classification and ranking tasks, we report results separately
for the adversarial and the random test sets.

The dialogue evaluation task comprises of scoring or rating a response for its quality. For
this task, we report the correlation of model scores with human provided ratings. We leverage
the human ratings released by the following sources: 1) 600 ratings for response “sensibility”
from [Zhao and Kawahara, 2020] with inter-rater agreement > 0.6 (Krippendorff’s α Krippendorff
[2018]). The responses consist of outputs from hierarchical recurrent encoder decoder (HRED)
model with Attention [Serban et al., 2016a] and Variational HRED model with attention [Serban
et al., 2017a]; 2) 700 ratings for response quality from [Zhao et al., 2020a]. The responses are
from 6 different generative models - Seq-2-Seq [Sutskever et al., 2014a], attentional Seq-2-Seq,
HRED, VHRED, GPT2-small, and GPT2-medium [Wolf et al., 2019b] with greedy decoding,
ancestral sampling, and nucleus sampling based decoding [Holtzman et al., 2020b]. The inter-rater
agreement is 0.815 (Krippendorff’s α), and 3) Since the first two sources do not cover retrieval
model outputs, we additionally collect quality ratings for 100 responses from a retrieval model’s
(Poly-Encoder [Humeau et al., 2020]) selected responses and 100 human written responses with
moderate inter-annotator agreement (Cohen’s Kappa 0.45 [Cohen, 1968]). All data points belong
to the Dailydialog dataset and ratings are scaled between 0–1. By combining these sources we
have a total of 1500 ratings for different context-response pairs.

Baselines

We compare the following approaches of creating adversarial negative response sets.

• Human Sai et al. [2020b] Human written adversarial responses.
• Random Responses sampled from random contexts.
• Semi-hard Li et al. [2019] Sampling scheme which selects samples from a batch based

on their similarity scores with a margin of α from the positive response score. We perform
static sampling and use Sentence-Bert Reimers and Gurevych [2019] for semantic similarity
calculation with α set to the recommended value of 0.07.

• Token-subs Kryscinski et al. [2020] Training data is generated by applying a series of
rule-based transformations on the positive responses. Transformations include pronoun,
entity and number swapping, sentence negation and noise injection.

• BM25 Top responses returned by BM25 Robertson and Zaragoza [2009] based on similarity
with the context. Any ground truth response is removed from this response set if present by
chance. This baseline is inspired from Karpukhin et al. [2020a] and Lin et al. [2020b] and
has shown strong performance in passage and response retrieval.

• Mask-and-fill Our approach that infills utterances conditioned on random contexts.
• Key-context Our approach that generates responses conditioned on test context keywords
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Model Approach Adversarial test set Random test set
Accuracy R@1 MRR Accuracy R@1 MRR

Poly-encoder Random - 0.684 0.806 - 0.849 0.914
Mask-and-fill (Ours) - 0.758 0.856 - 0.821 0.897
Key-sem (Ours) - 0.788 0.877 - 0.828 0.902
Human - 0.847 0.913 - 0.831 0.902

Electra Random 77.74 0.915 0.748 89.58 0.957 0.927
Mask-and-fill (Ours) 87.24 0.945 0.893 89.61 0.959 0.927
Key-sem (Ours) 86.24 0.951 0.881 89.47 0.957 0.924
Human 91.94 0.984 0.967 87.95 0.944 0.911

Bert Random 77.82 0.906 0.742 89.34 0.959 0.923
Semi-hard [Li et al., 2019] 79.05 0.913 0.756 89.32 0.956 0.923
Token-subs [Kryscinski et al., 2020] 77.23 0.901 0.783 88.60 0.950 0.906
BM25 [Karpukhin et al., 2020a] 84.42 0.936 0.872 87.68 0.948 0.902
Mask-and-fill (Ours) 87.45 0.946 0.904 88.32 0.951 0.918
Key-context (Ours) 86.23 0.939 0.891 88.16 0.953 0.922
Key-sem (Ours) 87.02 0.944 0.897 89.31 0.954 0.916
Human [Sai et al., 2020b] 91.22 0.987 0.973 88.04 0.943 0.901

Table 3.2: Classification and ranking performance on DailyDialog++ test sets. Mask-and-fill and
Key-sem approaches consistently perform the best across all model architectures compared to
baselines on the Adversarial test set, just short of models trained with human created adversarial
data. Poly-encoder’s accuracy is not available as it ranks candidates relative to each other.

and random context history.
• Key-sem Our approach similar to Key-context which additionally conditions on words

semantically related to the keywords in the context.

For each context, adversarial train sets are created by adding 5 random negative responses to
the set of 5 negative responses created from the above approaches. If an approach create more
than 5 responses, we randomly select 5 from them.

For dialogue evaluation, we compare the above approaches with BLEU, METEOR Baner-
jee and Lavie [2005], embedding based metrics SkipThought Kiros et al. [2015a], Vec Ex-
trema Forgues et al. [2014a], and RUBER Tao et al. [2018a] and BERTScore Zhang et al. [2020b].

Models

We experiment with following architectures for ranking and evaluation models in our experiments:
1) Bert [Devlin et al., 2019]. We use the SA-Bert model [Gu et al., 2020a], 2) Electra [Clark et al.,
2020], pre-trained with a replaced token detection objective and employs a generator-discriminator
framework, and 3) Poly-encoders [Humeau et al., 2020], allows for fast real-time inference by
precomputing each candidate response representation once, and then ranking candidate responses
for retrieval by attending to the context.
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Approach Adversarial
test set

Random
test set

R@1 MRR R@1 MRR
Random 0.905 0.820 0.963 0.914
Semi-hard 0.906 0.820 0.964 0.913
Token-subs 0.895 0.825 0.958 0.901
BM25 0.925 0.859 0.940 0.874
Mask-and-fill (Ours) 0.933 0.871 0.952 0.890
Key-sem (Ours) 0.920 0.856 0.947 0.884

Table 3.3: Performance on ranking task on PersonaChat dataset with Bert architecture. Our
approaches perform better than all baselines on the adversarial test set.

3.5.3 Results and Discussion

In this section, we compare the performance of our approaches with the baselines on dialogue
classification, ranking and evaluation tasks.
Performance on classification Our proposed approaches Mask-and-fill and Key-sem achieve the
highest classification accuracy on the adversarial test set (Table 3.2), a few percentage short of the
Human baseline. The closest baseline is BM25 which has a gap of 3% in accuracy compared to
our approaches. Token-subs, which applies transformations on positive responses to corrupt them,
does not fair well on this task. This indicates that simple transformations do not provide good
coverage of semantic variations present in the adversarial test responses. Our approaches achieve
similar performance across different model architectures, demonstrating their generalizability.
Unsurprisingly, the Human baseline performs strongly as the training and test data were created
in the same manner and have similar distributions. On the random test set, the performance of all
approaches is either very close or lower than the Random baseline. Since the similarity between
correct responses and the context is generally a lot higher than between random responses and
the context in the random test set, Random baseline performs better since it associates coherence
mostly with semantic similarity. Finally, our analysis shows that all baselines tend to assign low
scores to valid responses which do not address a context directly. For example, for the context
“Will you join us for the concert?”, if the response is “It is supposed to rain this week.”, models
assign it a low score. Such scenarios require understanding of social and commonsense related
factors. We leave addressing this limitation to future work.
Performance on ranking On the DailyDialog adversarial test set, Mask-and-fill and Key-sem
approaches achieve the best Recall and MRR, closely followed by BM25 baselines (Table 3.2).
The trends of the ranking metrics are similar to those observed for accuracy metrics. Our
approaches perform better than the Human baseline on the random test set. On PersonaChat
dataset, Mask-and-fill and Key-sem perform better than the baselines (Table 3.3), especially
on the adversarial test set. This demonstrates the extensibility of our approach across datasets.
Mask-and-fill performs better than Key-sem as the keyword sets contain a lot of keywords from
the persona because of which responses have high content similarity with the persona rather than
with the context. The poor performance of the Random baseline provides evidence that training
models using random negative candidates does not make the models robust against hard test cases
during testing. BM25 is a strong baseline for both datasets since retrieved responses also provide
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Approach Pearson Spearman
BLEU-2 0.046 0.004
METEOR Banerjee and Lavie [2005] 0.081 0.007
SkipThought Kiros et al. [2015a] 0.059 0.069
Vec Extrema Forgues et al. [2014a] 0.157 0.150
BERTScore Zhang et al. [2020b] 0.208 0.198
RUBER Tao et al. [2018a] 0.253 0.282
Random 0.296 0.313
Semi-hard Li et al. [2019] 0.299 0.315
BM25 Karpukhin et al. [2020a] 0.310 0.350
Token-subs Kryscinski et al. [2020] 0.324 0.388
Mask-and-fill (Ours) 0.338 0.361
Key-sem (Ours) 0.382 0.401
Human Sai et al. [2020b] 0.348 0.371

Table 3.4: Comparison of approaches on dialogue evaluation. Trainable metrics are based on Bert
architecture. For all entries except for the ones underlined, t-test p-value < 0.05. Mask-and-fill
and Key-sem perform better than all baselines including the Human baseline.

coverage over errors of various categories. However, retrieved response quality and diversity
depends on the size of the retrieval pool. Furthermore, a stronger retrieval mechanism can lead to
higher false negatives. While the variation in BM25 response sets is constraint by the size of the
dataset, and they provide lesser coverage over categories C-cont, C-strat and C-lang (Table 3.1),
our approaches have no such constraints.
Performance on dialogue evaluation To study the performance of various approaches on real
systems, we compare them on the task of Dialogue evaluation or scoring. We measure the
correlation between the scores predicted by the approaches in Table 3.4 with human provided
ratings. Reference based metrics like BLEU-2, METEOR, SkipThought and Vec Extrema achieve
very low correlations, similar to findings reported in prior art Liu et al. [2016a], Gupta et al. [2019].
BERTScore and RUBER achieve moderate correlation. Our approach Key-sem achieves the best
correlations, followed by Mask-and-fill. BM25’s performance is lower than that of our approaches,
but it is higher than the Random and Semi-hard approaches. Although Token-subs did not achieve
high performance on the classification and ranking tasks, it performs well on this task. This is
likely because real model outputs contains more of the factual inconsistencies and contradictions
that this approach captures, than what the adversarial test sets contain. Key-sem performs better
than Mask-and-fill on evaluation since while Mask-and-fill only modifies utterances related to
the context, Key-sem can freely generate more diverse adversarial responses for training. Also,
Key-sem achieves higher correlation than Human baseline. This may be because it is difficult for
humans to create erroneous responses with distributions similar to the ones in model generated
or selected responses, especially error types like C-speaker, C-strat and C-lang. In contrast, our
approaches provide good coverage over all error types.
Quality of negative candidates We perform a human evaluation experiment to test the number
of false negative responses created by the different approaches. Three in-house annotators were
asked to go through the set of 5 adversarial negative responses from 5 different approaches for
100 randomly selected contexts. They were instructed to report the number of responses which
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Context

A: Julia, will you be my wife?
B: I’m sorry, Steven.
C: Please, Julia, I have made proposal to you five times . I really want to share

the rest of my life with you.

Random

(1) Yes of course it’s a promise.
(2) It’s better to go somewhere else.
(3) Let me first look at your work, how you have done it.
(4) Being in love is a deep experience while having a crush is shallow.
(5) Sometimes I don’t understand, what is your problem?

Mask-and-fill

(1) You can’t force me for to do that. They are designed for people of all agess.
(2) There you are. I’ll have to make my own lunch!
(3) I majored in economics. I really want to get some practical experience in life.
(4) We will go to, and to meet some of the children who are visiting at school.
(5) It takes time to learn. Bless you, baby!

Key-sem

(1) And what about the potatoes? Steven, i don’t know.
(2) Sorry, there is no problem.
(3) Your wife didn’t like it. She is really interested in gardening.
(4) I really want to go inside. It’s really cold outside.
(5) Really? I really want to spend the rest of my time enjoying this meal.

Human

(1) I want to finish my home work by five and then I am going to take rest.
(2) Follow these five tips, and you’ll write a winning project proposal every time.
(3) I met my wife a three to four times before the marriage.
(4) Its difficult to live a life in a Dorze tribal area.
(5) I shared a large number of ideas with the wedding planner.

Table 3.5: Sample adversarial responses from various approaches. Random responses are sampled
from random dialogues. Human written responses are from the DailyDialog++ dataset. Mask-and-
fill and Key-sem approaches create responses which are semantically related and yet inappropriate
responses to the context.

are appropriate responses for the context, which in this case is the number of false negatives.
After annotating separately, annotators finally discussed the responses marked as appropriate and
aggregated the results. We observe that Human baselines responses had 2, Random baseline had 5,
Mask-and-fill had 3, Key-sem had 4 and BM25 had 10 false negative responses in the set of 500
responses (100 contexts, with 5 adversarial responses each). This shows that our approaches do
not generate high number of false negatives. BM25 on the other hand leads to a relatively higher
number of false negatives which can impede the learning process of the models.

Qualitative Analysis
Analysis of errors types We analyze the classification outputs of various approaches on the
DailyDialog++ adversarial test set and report the types of misclassifications by each approach in
Figure 3.3. We first select a subset of test data where at least one of the approaches misclassifies
the adversarial response as positive. We then manually categorize the types of errors presented in
Table 3.1 for 200 randomly selected contexts from this subset. Each response can have multiple
error types. C-follow and C-extra are the dominant error types which are misclassified by baselines
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Figure 3.3: Analysis of error types for different approaches on DailyDialog++ predictions. C-lang
error type is not present in DailyDialog++. Mask-and-fill and Key-sem achieve a more uniform
distribution over error categories compared to other approaches.

Random, BM25 and Token-subs. Key-sem and Mask-and-fill approaches achieve improvement in
all error types compared to baselines and have a more uniform error distribution. While Key-sem
performs better on C-extra, Mask-and-fill is better on C-follow and C-speaker.
Adversarial response examples We present sample responses from our approaches along with
Random and Human baseline responses in Table 6.5. Random approach generates responses
which are easily distinguishable from ground truth responses. Mask-and-fill approach modifies
either the ground truth response, utterances from the context or BM25 retrieved responses. It
modifies these utterances to introduce corruptions such as non-contextual tokens, extraneous
entities, incorrect time expressions, affective words or contradictions which makes the response
either inappropriate or incoherent to the context, but it remains topically similar to the context. In
Key-sem the dialogue acts, some entities and other tokens of the generated response depend on a
random context the response is conditioned on, which also makes the response inappropriate or
incoherent to the context.

3.6 Conclusion
This chapter introduces approaches for synthesizing adversarial negative responses for training
more robust dialogue response ranking and evaluation models. To synthesize a rich and compre-
hensive set of responses, we present and analyze categories of errors which affect the models. Our
proposed approaches do not require any manual annotation and achieve high performance in dia-
logue classification, ranking and evaluation tasks across two datasets. These results demonstrate
the promise of synthetic negative examples for improving open domain dialogue. Future work
can explore synthesizing adversarial test sets and methods for finer grained, controlled adversarial
response generation.
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Chapter 4

DialFact: A Benchmark for Fact-Checking
in Dialogue

This chapter focuses on an important safety aspect for dialogue systems, fact checking, that
can prevent misuse and harm to users. Specifically, we propose a fact-checking framework to
prevent the spread of misinformation through conversations. Fact-checking is an essential tool to
mitigate the spread of misinformation and disinformation. We introduce the task of fact-checking
in dialogue, which is a relatively unexplored area. We construct DIALFACT, a testing benchmark
dataset of 22,245 annotated conversational claims, paired with pieces of evidence from Wikipedia.
There are three sub-tasks in DIALFACT: 1) Verifiable claim detection task distinguishes whether
a response carries verifiable factual information; 2) Evidence retrieval task retrieves the most
relevant Wikipedia snippets as evidence; 3) Claim verification task predicts a dialogue response to
be supported, refuted, or not enough information. We found that existing fact-checking models
trained on non-dialogue data like FEVER [Thorne et al., 2018] fail to perform well on our task,
and thus, we propose a simple yet data-efficient solution to effectively improve fact-checking
performance in dialogue. We point out unique challenges in DIALFACT such as handling the
colloquialisms, coreferences and retrieval ambiguities in the error analysis to shed light on future
research in this direction1.

4.1 Introduction
Misinformation online can have deleterious consequences to our society, especially during public
health crises like the COVID-19 pandemic. False and outdated information can be spread not
only by humans but also by automatic agents as generative models have shown remarkable
progress [Adiwardana et al., 2020b, Xu et al., 2021d]. These systems are not perfect, they can
either generate hallucinated and imperfect information, or they can be abused to automatically
generate false claims and spread misinformation at a massive scale. Fact verification tools are
thus necessary in the current information age to tackle the spread of misinformation propagated.

Fact-checking was introduced in [Wang, 2017, Thorne et al., 2018] and since then a growing
body of research has explored and suggested various tasks and resources to address the challenges

1Data and code are available at https://github.com/salesforce/DialFact
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Dialogue Context: I have family in Ireland! Have you
ever been there?
Evidence: Ireland is an island in the North Atlantic.

Non-Verifiable Response: I haven’t been but want to!
Verifiable Supported Response: I haven’t. It is an island in the north Atlantic right?
Verifiable Refuted Response: I haven’t been. Isn’t it somewhere in north Pacific?
Verifiable NEI Response: I haven’t been. I heard it’s the most popular tourist location in Europe!

Figure 4.1: Dialogue fact-checking involves predicting if a response should be considered a Veri-
fiable claim, followed by finding relevant evidence, and finally predicting if the it is SUPPORTED,
REFUTED or NEI.

in this area Nielsen and McConville [2022], Guo et al. [2022]. Fact-checking has been explored
in medium such as Wikipedia passages, tables, social media and news articles Guo et al. [2021].
However, there is no data available for fact-checking in dialogue, and related work mainly focuses
on improving factual consistency in knowledge-grounded response generation Honovich et al.
[2021], Rashkin et al. [2021], Shuster et al. [2021].

Verifying factual correctness of claims in dialogue poses new challenges to both dataset
construction and modeling. Claims in existing datasets are from formal sources such as news
articles and they are generally succinct and formal. In contrast, claims in dialogue are often
informal and sparse in factual content. Furthermore, dialogue utterances often include personal
opinions, slang, and colloquialisms which need to be distinguished from factual information.
Another challenge in dialogue fact-checking is that ellipsis and coreference occur frequently which
make utterances incomplete and ambiguous DeVault and Stone [2007]. Although humans can
easily understand utterances with references or absent information based on the dialogue context
and their reasoning skills, a fact-checking system may need to model this behavior explicitly.

We introduce the task of fact-checking in dialogue and propose an evaluation dataset DIAL-
FACT. It has 22,245 annotated conversational claims, 10,436 in the validation set, and 11,809 in
the test set. An example is shown in Figure 4.1. DIALFACT has three sub-tasks: 1) Verifiable claim
detection aims to distinguish responses that do not contain verifiable factual information, such
as “I haven’t been but want to!” in Figure 4.1. 2) Evidence retrieval involves selecting the most
relevant knowledge snippets from Wikipedia which can verify the response. 3) Claim verification
aims to classify if a response is supported, refuted, or does not have enough information to verify
the response given the dialogue history and the retrieved evidence.

DIALFACT consists of both human-written and machine-generated claims based on the
Wizard of Wikipedia [Dinan et al., 2019d] dialogue dataset. Each response claim and its evidence
sentences from Wikipedia are annotated by crowd workers and we perform rigorous quality checks
on the annotations. For fact verification, we propose creation of weakly-supervised training data
by leveraging techniques such as negation, entity swapping, language model mask-and-fill, and
knowledge-grounded generation. We establish baseline model performance on this task, and point
out the weaknesses of fact-checking models. Our analysis show that this is a non-trivial task with
challenges remaining for future work.
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4.2 Related Work
Fact Verification The spread of false information online has led to a growing body of research
exploring automatic fact-checking. Thorne et al. [2018] and subsequent works [Wenhu Chen
et al., 2020, Jiang et al., 2020, Nørregaard and Derczynski, 2021, Aly et al., 2021] introduced fact
extraction and verification datasets verifiable against pieces of evidence from Wikipedia articles.
Fact-checking has been explored in variety of medium such as Wikipedia based claims [Schuster
et al., 2021], claims over tables [Aly et al., 2021], scientific claims [Wadden et al., 2020], and social
media claims [Nakov et al., 2021]. However, fact-checking in dialogue is still an unexplored
area. Kim et al. [2021] explored fact-checking for colloquial claims, curated by converting
FEVER claims into colloquial style. Although closely related to our work, colloquial claims is
not a dialogue dataset, only contains verifiable claims, and does not have dialogue contexts for
claims. In DIALFACT, on the other hand, both evidence retrieval and claim verification are more
challenging as they require resolving ambiguities and coreferences from the dialogue context.

Consistency in Dialogue Neural dialogue systems grounded on knowledge sources such as
Wikipedia [Dinan et al., 2019d], knowledge graphs [Wu et al., 2019a] or snippets from the inter-
net [Komeili et al., 2021] have garnered interest in recent years. Despite generating plausible and
engaging responses, existing models still hallucinate invalid information [Roller et al., 2021a].
Ensuring safety and consistency in dialogue response generation is thus an actively explored
area [Rashkin et al., 2021, Shuster et al., 2021]. Some recent works have proposed evaluation
metrics and benchmarks for factual consistency in knowledge grounded response generation [Hon-
ovich et al., 2021, Dziri et al., 2021]. Our work instead focuses on fact-checking in dialogue for
both human and machine-generated responses, and involves additional tasks of verifiable claim
detection and evidence retrieval.

Synthetic datasets Synthetic dataset construction has been shown to improve robustness of
evaluation models [Gupta et al., 2021b, Ghazarian et al., 2021b] and improve the complexity of
test sets [Sakaguchi et al., 2021, Feng et al., 2021]. Synthetic claims have been explored in fact-
checking to create hard test sets. Several participants in the FEVER 2.0 breakers phase [Niewinski
et al., 2019, Hidey et al., 2020, Atanasova et al., 2020] proposed approaches for automatically
generated adversarial claims. Recently, Jiang et al. [2020] created complex multi-hop claims
using word substitutions, Saakyan et al. [2021] used Bert based token-infilling to created refuted
claims, and Schuster et al. [2021] created synthetic revisions to Wikipedia sentences to improve
fact-checking robustness. Our work also introduces techniques to create synthetic claims in the
context of dialogue fact-checking.

4.3 Task Background
Let a conversation context consist of a list of utterances C = {u1, u2, ..., un}. The task is to
perform fact-checking on the last utterance of the conversation un, henceforth called claim c.
Fact-checking claims in conversations is a pipeline that consists of several steps. First, the system
needs to decide whether a response is VERIFIABLE or NON-VERIFIABLE. We define them as
follows: NON-VERIFIABLE: The claim contains no verifiable factual information. It includes
claims with personal opinions or personal information. VERIFIABLE: The claim contains at least
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one factual information verifiable against a background corpus (Wikipedia in this task).
Next, the system should retrieve documents from the background corpus and select relevant

evidence sentences from the documents. Finally, the system should predict whether the claim
belongs to one of the following three categories: SUPPORTED: The response contains factual
information which is valid in light of the evidence. REFUTED: The response contains factual
information which is invalid in light of the evidence. NOTENOUGHINFORMATION (NEI): The
response contains factual information which can not be validated (supported or refuted) with the
evidence.

VERIFIABLE claims can be SUPPORTED, REFUTED, or NEI, and NON-VERIFIABLE claims
are always NEI. We leverage the Wizard of Wikipedia (WoW) dataset [Dinan et al., 2019d]
as the base to build this task. WoW is a knowledge-grounded open-domain dialogue dataset
with conversations between two speakers - a wizard who has access to background Wikipedia
documents to deliver knowledge carrying responses, and an apprentice who plays the role of a
curious learner. For each turn ui, the wizard is shown a set of articles Ki retrieved from Wikipedia.
The wizard either chooses a relevant knowledge sentence ki from the set Ki, or chooses a no
sentence used option to construct a response. For our fact-checking task, we additionally need
claims which belong to REFUTED and NEI categories. We next describe the methodologies used
to create claims from the valid and test splits of the WoW dataset.

4.4 Dataset Construction and Annotation
We use two approaches to create claim responses for DIALFACT: 1) Automatically generated
claims, and 2) Human written claims to emulates claims created by dialogue systems and humans
respectively. All claims are further annotated by crowd workers on Amazon Mechanical Turk
(Mturk).

4.4.1 Automatically Generated Claims
In this approach, we use automatic methods to create claims for all categories either from scratch
or by mutating the responses in WoW dataset.

Methods for claim generation

Negation We use the 42 rule-based transformations from Thorne et al. [2019] which apply to verb
phrases of the claims to convert them to their negated versions by adding words like “not” or “no”.
It typically creates REFUTED claims.
Substitution We perform three types of substitutions: For 1) Context and knowledge-based entity
substitution, we first run SpaCy NER tagging [Honnibal and Montani, 2017] on a response ui

from WoW. We then swap an entity in the response ui with an entity from either its conversation
context C or its background knowledge articles set Ki. An entity is only swapped if it is present
in ki, the original knowledge sentence to avoid swaps which do not change the facts. Entities
are swapped within their types. For 2) Sense-based substitution, we swap an entity in ui with
an entity with a similar “sense” returned from the sense2vec [Trask et al., 2015] library. For 3)
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Adjective substitution, we substitute adjectives in a claim (ignoring adjectives related to emotions,
such as “happy”) with their WordNet [Miller, 1998] antonyms (for example best is replaced with
worst). These operations typically create REFUTED claims.
Mask-and-Fill This method generates claims in two stages: 1) Mask salient words from the
original claims, and 2) Substitute those words with their alternates using a language model. For
masking salient words in the original response claims, we follow the procedure from Thorne and
Vlachos [2021] and use the Neutrality Masker model from Shah et al. [2020]. It predicts the
tokens which upon masking are likely to cause a label flip from SUPPORTED to NEI. For step 2)
we first train a T5-base model [Raffel et al., 2020a] on the WoW dataset on the task of infilling
masked tokens conditioned on evidence sentences. For training, the input sequence consists
of concatenated evidence sentence ki, dialogue context C, and the gold response with masked
spans at random positions, and the output is the gold response. The model is thus trained to infill
a masked response based on the provided evidence and the dialogue context. For generating
response claims which belong to REFUTED or NEI categories, we use the following types of
evidence sentences to condition the infilling: a) empty evidence, b) evidence sentences selected
randomly from the knowledge article set Ki belonging to the original response, and c) evidence
sentences from a Wikipedia article of an entity retrieved using sense2vec based on its similarity
with the entities in the original response. Conditioning on such evidence lead to generation of
claims which have factual details inconsistent with the original evidence.
Generation We fine-tune one of the best chit-chat dialogue systems, Blenderbot model [Roller
et al., 2021a], on the WoW dataset. The model takes the concatenation of the knowledge sentence
ki and the dialogue context C as input and it is trained to predict the tokens of the gold response.
To generate new response claims, we condition the model on the three types of evidence described
in the Mask-and-Fill approach. We use a high temperature (1.5) and nucleus sampling [Holtzman
et al., 2020a] with p = 0.9 during decoding to encourage the model to generate unexpected and
non-contextual entities in the responses.
Final claim set creation Our target is to create a challenging and diverse test set for dialogue
fact-checking. Using the aforementioned methods of claim generation, we get a set Rc =
{r1, r2, ..., rk} of response claims for a dialogue context C. To select a final set of claims, we
first remove any responses which do not have at least 3 words different from other responses
in Rc, then filter out less fluent claims whose GPT-2 [Radford et al., 2019b] perplexity scores
are higher than 1.1 times the average perplexity scores of the responses in Rc. We then score
the response claims using existing state-of-the-art models related to our task: namely Dialogue
NLI [Welleck et al., 2019], Dialogue contradiction detection [Nie et al., 2021], FEVER based fact
verification [Schuster et al., 2021] and fact-checking on colloquial claims [Kim et al., 2021]. For
each model, we calculate the entropy of the scores predicted for each label and rank the claims in
Rc based on the sum of the entropy of the scores of all the models, which gives an estimate of
the confusion or difficulty in classifying the claims. The top 4 responses from the ranked list are
chosen as the final set of response claims for that context.

Evidence set creation

For each claim, a set of evidence sentences is first automatically created and then labelled by
crowd workers. We first extract a set of named entities and noun phrases nk from the following
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sources: the claim c, the dialogue context C, the original response ui for the dialogue context
in WoW, and the title of the knowledge articles Ki shown to the wizard for ui. We use the
MediaWiki API2 to find a set of relevant Wikipedia pages Pc for nk. We then create a set of
candidate sentences with the first 10 sentences of each page in Pc. Finally, we use two methods -
SpaCy’s word2vec similarity3 and BM25 similarity4 to rank the top 10 evidence sentences using
each method. We then combine the non-overlapping evidence from both methods to create the
final evidence set ec for each claim c. We add the knowledge sentence ki associated with the
original response in the WoW dataset if it is not already present in ec.

Claim and Evidence Annotation

We carry out the annotations of the claims and evidence on the Mturk platform in 3 rounds.
The screenshot of the annotation UI is shown in Figure 2 of the Appendix. In each round a
worker sees the claim c, its dialogue context C, and its associated evidence sentences ec. Workers
have to perform 3 tasks: First, they select if the claim is VERIFIABLE or NON-VERIFIABLE.
Second, they select one or more evidence sentences related to the response claim. In case the
set of evidence shown is not enough to decide the label of the response, or if they choose NEI,
they are instructed to search Wikipedia and add relevant additional evidence sentences in the
interface. For NEI claims they are instructed to add evidence sentences which are most related to
the claim. Third, they choose the category of the response - SUPPORTED, REFUTED, or NEI. For
NON-VERIFIABLE claims, NEI is auto-selected. Since automatically created responses can have
grammatical or coherence related issues, in the first round of labeling, annotators are asked to
edit a response to make it appropriate to the context if needed, or mark a response as incoherent,
in which case it is removed from further rounds (We dropped 5% of incoherent claims). In the
second and third rounds we gather 2 additional annotations for each claim. We select the label
which has the majority vote among the set of 3 annotations across all rounds. The evidence set for
each claim is the union of evidence annotated in any of the rounds.

4.4.2 Human Written Claims
Our dataset also consists of human written claims to cover lexical and stylistic patterns present
in human-human conversations. The annotation is carried out in 3 rounds. In the first round, we
instruct crowd workers to write VERIFIABLE factual responses conditioned on dialogue context
and a set of evidence sentences for a pre-specified label lc - one of SUPPORTED, REFUTED, or
NEI. Workers were provided detailed examples and instructions for the task such as “Avoid using
negation words such as do not, no for Refuted claims” (Appendix C.2). The evidence set for each
claim is constructed using the method described in section 4.4.1. In the second round, we use
the claim labeling interface from section 4.4.1 to gather labels for the claims collected in the first
round. For any claim which is not labeled in the second round with the original label lc, we gather
a third round of annotations. If the label in the third round does not match lc, we drop that claim
from the dataset. We drop about 7% of the human written claims.

2www.mediawiki.org/wiki/API:Main_page
3www.spacy.io/
4www.github.com/dorianbrown/rank_bm25
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Validation

Supported Refuted
NEI-

Factual
NEI-

Personal
Total

Generated 1686 1047 150 1745 4628
Written 1656 2316 1836 0 5808
Total 3342 3363 1986 1745 10436

Test

Supported Refuted
NEI-

Factual
NEI-

Personal
Total

Generated 2446 1195 1278 1305 6224
Written 1493 2740 1268 84 5585
Total 3939 3935 2546 1389 11809

Table 4.1: Dataset statistics of DIALFACT for all categories and splits. Generated denotes
automatically generated and Written denotes human written claims.

4.4.3 Dataset Statistics
We present the dataset statistics in Table 4.1. The dataset consists of total 22,245 claims across
validation and test set with balanced SUPPORTED and REFUTED claims. Test set contains claims
for 3,760 dialogue contexts with an average of 3.1 claims per context, and validation contains
claims for 3,738 contexts with an average of 2.8 claims per context. The average number of tokens
per claim is 22.0 in test set and 20.0 in validation set. Average number of evidence per claim is
1.3 in the test set and 1.1 in the validation set. We show some sample instances in Table 6.5 in the
Appendix.

4.4.4 Quality Control
Annotators: We hire workers on Mturk with with at least 5000 HITS done and an acceptance rate
of 95% or above. Workers have to first pass a qualification test where they are shown the task
instructions, label definitions, and multiple examples and the explanations for each label. Then
they are asked to label or write 12 claims. Using these qualification tests, we get a final set of 87
workers for the main data collection stage (Appendix C.2).
Quality checks Annotations were carried out in batches over multiple weeks. We examined
random samples to provide feedback to workers. Workers with poor annotations were either asked
to retake a new qualification test or removed from further batches. We recollected annotations
for data annotated by removed workers. We provide tooltips and examples during annotation,
and we also added automatic checks to alert workers about issues such as too short responses, no
evidence selected, and copy-pasting evidence sentences as claims.
Data validation To evaluate inter-annotator agreement, we collected 2 extra rounds of annotations
for 1200 claims for both automatically generated and human written claims, which is 10% of
the data. Krippendorff’s alpha value for category labels was 0.68 for human written claims and
0.58 for automatically generated claims, denoting moderate agreement. Krippendorff’s alpha for
VERIFIABLE versus NON-VERIFIABLE was 0.49, with a low-to-moderate agreement. The lower
agreement is due to some claims like “Guns N’ Roses was the greatest rock band of all time.”,
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Baseline Accuracy Verifiable F1 Non-Verifiable F1
Random 50.0 64.2 19.2
Lexical 79.4 88.1 33.8
DNLI 82.1 89.9 37.1
Lexical+DNLI 82.8 90.2 39.1

Table 4.2: Accuracy and Macro F1 scores for Verifiable claim detection on the test set.

where it is difficult to judge if this is a personal opinion or a verifiable fact. In such conflicts,
workers would still typically correctly label such ambiguous claims as NEI.

4.5 Experiments
We propose new baselines and compare with existing models for three sub-tasks in dialogue
fact-checking - 1) Verifiable claim detection, 2) Evidence retrieval, and 3) Claim verification.

4.5.1 Verifiable Claim Detection
We propose three simple baselines for verifiable claim detection. 1) Lexical overlap calculates the
maximum word overlap between a claim and all evidence sentences after removing punctuation
and stopwords using SpaCy. 2) DNLI uses the probability of the neutral class from the Dialogue
Natural Language Inference model [Welleck et al., 2019]. 3) Lexical+DNLI uses the sum of scores
of both baselines and Random predicts each class with 50% probability. For all baselines, we
mark a response as VERIFIABLE or NON-VERIFIABLE based on a threshold value selected using
validation data. We present the accuracy and individual F1 scores for both classes in Table 4.2.
Lexical+DNLI performs the best and all baselines have low F1 scores for NON-VERIFIABLE

claims.

4.5.2 Evidence Retrieval
Evidence retrieval consists of two steps: 1) Document Retrieval, 2) Evidence Sentence selection.

Document Retrieval

We test two methods for document retrieval: The first one is WikiAPI5, which retrieves Wikipedia
pages and is used in past fact-checking work [Hanselowski et al., 2018, Stammbach and Neumann,
2019, Liu et al., 2020a]. It uses the AllenNLP constituency parser [Gardner et al., 2018] to extract
potential entities from the claims. Then it feeds the entities as queries through the MediaWiki
API2 and returns up to three Wikipedia pages per query. For each Wikipedia page, we query the
KILT [Petroni et al., 2021] knowledge source to get the first 5 paragraphs of the page. We create
two versions of this method: a) Wiki-ctx which concatenates the last two turns of the dialogue
context with the response claim before document retrieval and b) Wiki-claimonly - which uses just

5www.github.com/UKPLab/ fever-2018-team-athene
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Model Recall
DPR-original 44.6
DPR-WoWft-claimonly 48.9
DPR-WoWft-ctx 64.1
Wiki-claimonly 60.8
Wiki-ctx 75.0

Table 4.3: Document recall for the test set. Incorporating dialogue context in document improves
performance on both WikiAPI and DPR.

Recall@5
Model DPR-WoWft-ctx Wiki-ctx
Ret-only-claim 67.1 70.1
Ret-with-context 69.3 75.4

Table 4.4: Evidence sentence Recall@5 for the test set.

the claim. The second method is Dense Passage Retrieval (DPR) [Karpukhin et al., 2020b], a
dual encoder based model which retrieves documents using BERT [Devlin et al., 2019] trained by
metric learning. We create three versions of this method: a) DPR-original, which uses the original
DPR trained on question-answering tasks, b) DPR-WoWft-claimonly, which is fine-tuned on the
WoW dataset to retrieve documents relevant to a query composed only of a response claim, and c)
DPR-WoWft-ctx, which is also fine-tuned on WoW dataset but uses both the context as well as the
response as a query (training details are provided in Appendix C.1). For DPR-based methods we
retrieve the top 100 documents. A document is relevant if it contains a gold evidence sentence.

We present the document recall results in Table 4.3. WikiAPI methods outperform DPR-based
methods. Both methods show better performance when dialogue context is used in retrieval. DPR
is typically able to retrieve documents with the correct topic but often fails to retrieve a relevant
evidence sentence. Entity linking is crucial for fact-checking in dialogue and WikiAPI is able to
leverage that capability for better performance.

Evidence Sentence Selection

In evidence sentence selection, a final set of top k evidence sentences are chosen from the set of
documents Dc retrieved in the previous step for claim c. First, we create a candidate evidence
sentence set Sc by taking the union of all sentences in Dc. We fine-tune a Bert-base model for
ranking the candidate sentences in Sc. The model is trained to predict -1 for irrelevant evidence
and 1 for relevant evidence for a given claim. We use the context-response pairs from the WoW
dataset for training the model. Besides using randomly selected evidence sentences, to create
hard negative examples for training, we also chose sentences from the set of articles Ki shown
to the wizard during WoW data collection. These sentences are close in content and topic to
the gold evidence sentence and form hard negative candidates for the model. At test time, we
use the evidence sentences in the top k rank with a score of more than 0. Similar to document
retrieval, we created two versions of the model: 1) Ret-with-context, and 2) Ret-only-claim, based
on whether the last two utterances of the dialogue context were included in the input to the BERT
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Oracle-Evidence Wiki-Evidence DPR-Evidence
Model Accuracy Macro F1 Accuracy Macro F1 Accuracy Macro F1
DNLI 43.3 35.4 39.1 31.5 38.4 29.5
DECODE 37.8 30.3 35.3 25.3 34.5 22.5
VitaminC 57.6 56.1 46.2 44.7 45.9 44.2
CorefBert-Colloquial 61.4 60.0 47.6 45.2 46.4 41.1
Colloquial 63.5 62.8 48.1 46.3 48.7 46.4
Aug-WoW 69.2 69.0 51.6 51.3 51.5 50.2

Table 4.5: Results for claim verification on the test set. We experiment with three types of
evidences and report Accuracy and Macro F1 scores in percentage. Aug-WoW outperforms all
baselines across all settings.

model. We present the performance of the models in Table 4.4 for two of the best performing
document retrieval models Wiki-ctx and DPR-WoWft-ctx. We find that recall@5 values for both
models are higher when dialogue context is added as an input with the claim.

4.5.3 Claim Verification

In claim verification, a claim c is classified as SUPPORTED, REFUTED, or NEI given a context C
and evidence sentences set Sc.

Baselines

DNLI [Welleck et al., 2019] Dialogue NLI dataset contains sentence pairs labeled as entailment,
neutral, or contradiction derived from dialogues. Entailment maps to SUPPORTED, neutral maps
to NEI, and contradiction maps to REFUTED in our task. We train a Bert-base model on their
training set of 310,110 data points.
DECODE [Nie et al., 2021] Dialogue Contradiction Detection dataset contains both human-
human and human-bot contradictory dialogues. The train set contains 27,948 data points with
two labels contradiction and non-contradiction. We train a Bert-base model with the last two
utterances of the context and the response as input to the model.
VitaminC [Schuster et al., 2021] VitaminC is a large-scale fact verification dataset which is based
on contrastive claim-evidence pairs created from Wikipedia edits. They train models that avoid
claim-only biases and are more sensitive to changes in the evidence. We use their ALBERT-base
model finetuned on FEVER [Thorne et al., 2018] and their VitaminC dataset.
Colloquial [Kim et al., 2021] It contains colloquial claims converted from FEVER dataset claims
into colloquial style. It has 410k colloquial claim-evidence pairs in the training set and is well
aligned to our task because of its colloquial nature. We fine-tune a Bert-base model on this dataset.
CorefBert-Colloquial [Ye et al., 2020a] is one of the best performing models on FEVER and is
designed to better capture and represent the coreference information. We use their model which
uses kernel graph attention network (KGAT) [Liu et al., 2020a] and fine-tune it on Colloquial
claims.
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Oracle-Evidence Wiki-Evidence DPR-Evidence
Model Accuracy Macro F1 Accuracy Macro F1 Accuracy Macro F1
DNLI 42.0 34.9 39.0 31.1 38.2 30.1
DECODE 31.6 29.2 33.5 25.7 31.1 21.2
VitaminC 60.5 58.4 45.2 43.8 46.1 44.2
CorefBert-Colloquial 64.5 63.0 46.8 44.4 46.2 42.4
Colloquial 65.0 63.1 48.6 46.5 51.3 48.4
Aug-WoW 70.4 70.4 51.2 51.1 50.4 49.6

Table 4.6: Results for claim verification on the validation set. We experiment with three types of
evidences and report Accuracy and Macro F1 scores in percentage. Aug-WoW outperforms all
baselines across all settings.

Generated Written
Model Accuracy Macro F1 Accuracy Macro F1
DNLI 50.9 38.4 34.8 31.0
DECODE 36.5 30.4 39.3 30.1
VitaminC 48.9 42.1 60.8 60.3
CorefBert-Colloquial 56.9 51.6 66.4 65.5
Colloquial 61.3 56.9 64.7 64.6
Aug-WoW 63.9 60.7 74.2 74.0

Table 4.7: Results for claim verification on the test set for Generated and Written claims.

Aug-WoW We propose a novel model which is trained on weakly supervised training data.
DIALFACT is meant to be used only for validation and test, and we do not train a model on
DIALFACT to avoid creating a model which can simply learn to solve the dataset instead of the
task. Instead, we leverage the techniques described in section 6.5 to create synthetic training
data for each category of claims. For SUPPORTED claims, we use the claim-evidence pair from
the original WoW dataset. We use the Lexical baseline from section 4.5.1 to filter out Non-
Verifiable claims, which leads to 46,934 SUPPORTED claims. We follow the methods Negation
and Substitution from section 6.5 to create 38,895 REFUTED claims. We create NEI claims
using two methods: 1) For every context-claim-evidence triplet, we substitute the evidence with
random unrelated evidence. 2) We use the Generation approach from section 6.5 to condition the
generation on random evidence. We select a subset of 40,000 NEI claims from the two approaches.
We fine-tune the Colloquial baseline model on this synthetic dataset. The input to the model is the
sequence of the last 2 context utterances separated by [EOT] token, followed by the claim.

For all Bert-based models, all evidence sentences are concatenated together. More details
about training the baselines are provided in Appendix C.1.

Claim Verification Results

Table 4.5 summarizes the results for claim verification on the test set. NON-VERIFIABLE claims
are included in the NEI category. We experiment with three evidence retrieval settings - 1)
Oracle Evidence, where we use gold evidence, 2) Wiki-Evidence, where we use Wiki-ctx for

47



Oracle-Evidence Wiki-Evidence DPR-Evidence
Model Accuracy Macro F1 Accuracy Macro F1 Accuracy Macro F1
DNLI 43.8 33.7 41.3 32.2 41.3 30.4
DECODE 41.8 31.7 39.0 26.7 38.1 23.8
VitaminC 52.7 52.9 41.3 40.8 41.1 40.9
CorefBert-Colloquial 64.1 61.9 50.1 46.5 50.0 43.0
Colloquial 63.4 62.3 48.1 45.9 49.8 46.3
Aug-WoW 69.7 69.0 51.7 50.5 52.8 49.6

Table 4.8: Results for claim verification on the test set for 3-way classification where Non-
Verifiable claims with NEI-Personal labels are removed and for NEI only Verifiable claims are
kept. We report Accuracy and Macro F1 scores in percentage.

Oracle-Evidence Wiki-Evidence DPR-Evidence
Model Accuracy Macro F1 Accuracy Macro F1 Accuracy Macro F1
DNLI 48.1 46.5 47.2 46.3 43.9 42.0
DECODE 65.4 62.5 63.2 52.2 62.3 47.1
VitaminC 74.5 66.3 70.2 60.6 69.3 61.1
CorefBert-Colloquial 72.3 71.8 63.3 62.9 57.7 57.7
Colloquial 76.6 75.3 66.4 65.1 63.5 63.0
Aug-WoW 80.6 78.8 69.0 67.4 68.2 67.3

Table 4.9: Results for claim verification on the test set for 2-way classification - SUPPORTED and
NOT-SUPPORTED. We combine REFUTED and NEI into NOT-SUPPORTED. We report Accuracy
and Macro F1 scores in percentage.

document retrieval and Ret-with-context for evidence selection, and 3) DPR-Evidence, where
we use DPR-WoWft-ctx for document retrieval and Ret-with-context for evidence selection.
We set the maximum evidence to 5. In all three settings, Aug-WoW outperforms baselines
and the performance of all baselines drops when retrieved evidence is used compared to when
oracle evidence is used. This indicates that evidence retrieval is an important step for this task.
Even with oracle evidence, none of the models achieve an accuracy higher than 70%, which
leaves abundant opportunity for future improvements. Colloquial baseline is the closest to Aug-
WoW since it has been trained on conversation-like colloquial claims. Although Colloquial and
CorefBert-Colloquial perform better than VitaminC with oracle evidence, the contrastive nature of
VitaminC helps it perform better with retrieved evidences. We report performance on a two-way
classification experiment in Table 4.9 where we combine REFUTED and NEI into a single class
named NOT-SUPPORTED.

We perform another experiment where we train Aug-WoW with no evidence included during
training and testing. This baseline Aug-WoW-claimonly achieves 33.2% accuracy and 28.9%
macro F1 score on the DIALFACT test set. Thus, a model can not exploit lexical cues in the claims
of DIALFACT to obtain good performance.

We present the claim verification results on the validation set in Table 4.6. The trend in
performance is similar to the trend observed in the test set reported in 4.5. In our human studies
discussed in subsection Data validation of section 4.4.4, we observe that workers confuse between
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Oracle-Evidence Wiki-Evidence DPR-Evidence
Model Accuracy Macro F1 Accuracy Macro F1 Accuracy Macro F1
Aug-WoW-noctx 68.1 68.1 52.4 52.3 52.4 51.3
Aug-WoW-BertLarge 70.9 70.9 45.8 44.6 43.5 39.1
Aug-WoW 69.2 69.0 51.6 51.3 51.5 50.2

Table 4.10: Results for claim verification on the test set with Aug-WoW model ablations.

Figure 4.2: The Confusion matrix of Aug-WoW model.

REFUTED and NEI labels. Furthermore, there are cases where the workers can miss finding an
evidence which refutes a claim on Wikipedia and label the claim as NEI even though they are
instructed to find and verify a claim by visiting Wikipedia. Similar findings were reported in
other fact-checking tasks [Jiang et al., 2020]. Hence we perform another experiment where we
combine REFUTED and NEI into a single class, and name it NOT-SUPPORTED. We present the
claim verification results on test set for this setting in Table 4.9. The performance of all baselines
is higher since the task is transformed to a 2-way classification task from a 3-way classification
task. Aug-WoW performs the best in this setting.

We next discuss results where NON-VERIFIABLE claims are included in the NEI category.
In Table 4.8, we present the results for 3-way classification on test set where NON-VERIFIABLE

claims with NEI-PERSONAL labels are removed, that is, only Verifiable claims are kept for NEI
labelled claims. The trends in results are similar to the ones observed in Table 4.5.

In Table 4.7 we present the claim verification results on the Test set using oracle evidence on
Generated and Written claims separately. The performance of all models is lower on Generated
claims compared to Written claims. This is expected since as we mentioned in “Final claim set
creation” in section 6.5, the Generated claims were chosen from a larger candidate claims set
based on the difficulty of existing models to classify those claims. Thus Generated claims in
DIALFACT are more challenging. Furthermore, Aug-WoW’s performance is high on both types
of claims, however, the gain in its performance on Written claims is higher on Written claims
compared to Generated claims.

In Table 4.10 we present the claim verification results on the test set with Aug-WoW model
ablations. In Aug-WoW-noctx we do not concatenate the dialogue context, and in Aug-WoW-
BertLarge we use the Bert-Large model as base architecture. Aug-WoW-noctx is comparable to
Aug-WoW, ith slightly lower performance with Oracle evidence. Although Aug-WoW-BertLarge
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performs better with oracle evidence, it performs poorly with retrieved evidence. This indicates
that it is more sensitive to the evidence quality.

We show the confusion matrix of our Aug-WoW model in Figure 4.2. Aug-WoW has the
lowest performance on NEI claims and highest confusion between NEI and Refuted classes.

All Labelled Written
Bigram LMI p(l/w) Bigram p(l/w) p(l/w) Bigram p(l/w) p(l/w)
he was 396 0.45 he was 692 0.40 only one 201 0.95
was born 362 0.64 singer songwriter 471 0.61 referred as 169 0.83
spectrum visible 195 0.80 spectrum visible 447 0.82 drama school 163 0.89
visible light 188 0.76 visible light 431 0.74 harry potter 160 0.60
on spectrum 186 0.73 on spectrum 431 0.78 pins are 158 0.83
an american 177 0.50 an american 391 0.47 only be 152 0.89
singer songwriter 173 0.61 songwriter actor 322 0.67 written by 143 0.77
was released 158 0.53 elvis presley 273 0.47 on visible 138 0.69

Table 4.11: Top 8 LMI(10−6) ranked bigrams in the test set for REFUTE category.

Discussion

We present sample dialogue contexts, claims, oracle evidence for the claims along with model
predictions in Table 4.12. We found that models tend to incorrectly predict a REFUTED or NEI
response as SUPPORTED when there is significant overlap between the evidence and the claim
while ignoring the semantics. The first example illustrates this point where the presence of terms
“biathlon” and “cross country skiing” misleads some models to predict SUPPORTED incorrectly.
Similarly, models predict SUPPORTED or REFUTED for a NEI claim due to word overlap between
claim and evidence, as shown in the second example. Models also often fail to perform complex
and commonsense-based reasoning during verification. In the third example, although humans
can reason that the claim is REFUTED by the evidence, all models fail to correctly classify the
claim. Finally, models struggle with lexical biases and separating the colloquial part of a claim
from its factual parts. In the fourth example, although there is significant overlap between the
claim and the evidence, models are fooled by the presence of the word “not one of”, and predict a
SUPPORTED claim as REFUTED.
Lexical Biases Following Schuster et al. [2019], we measure the Local Mutual Information (LMI)
to measure the correlation between bigrams in the claims (w) and the categories l, defined as
follows: LMI(w, l) = p(w, l)log

(
p(l/w))
p(l))

)
. We present the top bigrams in REFUTED claims and

their LMI value in Table 4.11. The top bigrams in DIALFACT do not include obvious negations
such as “do not”, “is not”, are mostly topical in nature, and the p(l/w) value is low with the Refute
label. Investigating generated and written claims separately, we found that bigrams such as “does
not, only one, did not, are not” had higher p(l/w) in written claims compared to generated claims
for REFUTED category, although their LMI values were not high. Finally, there is significant
overlap between the top bigrams for different categories, suggesting an absence of obvious lexical
biases in the dataset.
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Context Biathlon means two sports right? What is the other sport? Response type: Generated
DNLI: S, CorefBERT-Colloquial: S,
DECODE: R, VitaminC: NEI,
Colloquial: S, AugWoW: R,
Human: R

Response Biathlon combine the two sports into one event called the cross
country ski race. It’s a lot of fun!

Evidence Biathlon: The biathlon is a winter sport that combines cross-
country skiing and rifle shooting.

Context Do you know if professional cheerleaders make a lot of
money?

Response type: Generated
DNLI: S, CorefBERT-Colloquial: NEI,
DECODE: R, VitaminC: S,
Colloquial: S, AugWoW: NEI,
Human: NEI

Response The whole point of cheerleading is to show off their skills, so
I’m sure they get paid a lot of money.

Evidence Cheerleading: Cheerleading originated in the United States
with an estimated 1.5 million participants in all-star cheerlead-
ing.

Context Japanese is even harder, the language is difficult to speak. Response type: Generated
DNLI: S, CorefBERT-Colloquial: NEI,
DECODE: S, VitaminC: NEI,
Colloquial: NEI, AugWoW: NEI,
Human: R

Response The origins of the language lie in the prehistoric times when
many cultures spoke to one another.

Evidence Japanese language: Little is known of the language’s prehis-
tory, or when it first appeared in Japan.

Context I might recognize if I heard it. Who else did you listen to in
the 90s?

Response type: Written
DNLI: S, CorefBERT-Colloquial: R,
DECODE: R, VitaminC: NEI,
Colloquial: R, AugWoW: R,
Human: S

Response I also listened to another group Dave Grohl was apart of called
Them Crooked Vultures. It was not one of his best groups.

Evidence Dave Grohl: He is the drummer and co-founder of the rock
supergroup Them Crooked Vultures.

Table 4.12: Sample dialogue contexts, claims, evidences and model predictions. We also indicate
whether the response is automatically generated or human written. Here S stands for SUPPORTED

and R for REFUTED.

4.6 Conclusion
In this chapter, we propose a new benchmark, DIALFACT, for fact-checking in dialogue. The
corpora is created based on grounded dialogues from the Wizard-of-Wikipedia dataset. Besides
human-written response claims, we also create synthetic claims with operations such as con-
tradiction, infilling and substitutions. We hire qualified crowd workers to annotate responses
into NON-VERIFIABLE, SUPPORTED, REFUTED, or NOTENOUGHINFORMATION categories
along with corresponding evidence. We point out empirically that existing fact-checking models
trained on non-dialogue data fail to perform well on our task. We demonstrate how to leverage
automatically generated responses as weak supervised signals to improve performance. We hope
that DIALFACT can facilitate factual consistency modeling and evaluation research in the dialogue
community.

Ethical Considerations & Broader Impact
In this chapter, we study the problem of fact-checking in dialogue. The DIALFACT benchmark
dataset proposed in this work could be helpful in creation of more accurate automatic fact checking
systems and metrics, and ultimately creation of dialogue systems which are more faithful to factual
knowledge and are thus more trustworthy. Automatic fact-checking of dialogue could be useful
in many real-life scenarios where conversations need to be properly monitored to avoid spread
of misinformation and disinformation, and where the conversation participants are needed to
be given accurate information. However, DIALFACT benchmark only covers a specific domain
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with Wikipedia as background knowledge. Furthermore, even with our best efforts to ensure
high quality and accuracy, the dataset might still contain incorrect labels and biases in some
instances. This could pose a risk if models that are evaluated or built using this benchmark
are used in domains not covered by the dataset or if they leverage evidence from unreliable or
biased resources. Thus the proposed benchmark should not be treated as a universal tool for all
domains and scenarios. In our work, we mitigate this risk by using the trusted source of Wikipedia
for evidence and by curating hard training and testing instances using automated generation
approaches. Considerable additional work is needed to improve the scope, coverage and validity
of fact-checking systems and metrics, but our work provides a cautious yet concrete step towards
developing fact checking systems for dialogue.
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Part II

Improving Reliability via Controllable
Generation

These section presents a variety of techniques aimed at ensuring that the model follows the
developer’s input and guidelines, enhances engagement, and provides more reliable control over
the generation process. These techniques include exploring methods for incorporating control
attributes effectively, improving interpretability of the control mechanism, and investigating novel
approaches for controlling what not to generate. By addressing these challenges, we can advance
the field of controllable generation and enable developers to have greater control over the dialogue
system’s behavior. We first propose a model that controls the generation process by conditioning
on an exemplar or template response using their semantic frames (Chapter 5); we then propose
a model that guides the response generation towards specific goal sentences by generating a
bridging path of commonsense knowledge concepts between the source and the target (Chapter
6). Next, we propose a model that can be controlled to perform tasks unseen during training
by controlling the model behavior using natural language instructions (Chapter 7). Finally, we
propose a framework for controlling dialogue model behavior using natural language rules, or
guidelines (Chapter 8).
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Chapter 5

Controlling Dialogue Generation with
Semantic Exemplars

The aim of this part of the thesis is to develop techniques to provide flexible, intuitive and
interpretable means of control over generation to developers. In this chapter we propose using
response templates or exemplars as such a means of control for response generation. Dialogue
systems pretrained with large language models generate locally coherent responses, but lack the
fine-grained control over responses necessary to achieve specific goals. A promising method for
controlling generated responses is exemplar-based generation, in which models edit exemplar
responses that are retrieved from training data, or hand-written to strategically address discourse-
level goals, to fit new dialogue contexts. We present an Exemplar-based Dialogue GEneration
model, EDGE, that uses the semantic frames present in exemplar responses to guide response
generation. We show that controlling dialogue generation based on the semantic frames of
exemplars improves the coherence of generated responses, while preserving semantic meaning
and conversation goals present in exemplar responses.1

5.1 Introduction
Large pre-trained language models [Radford et al., 2019b, Devlin et al., 2019, Zhang et al., 2022b]
currently used to power dialogue generation systems produce increasingly fluent and appropriate
responses for novel dialogue contexts [Wolf et al., 2019a, Zhang et al., 2020c, Budzianowski
and Vulić, 2019, Gupta et al., 2022b]. However, the generated responses are often uninformative
or inconsistent with high-level constraints of a dialogue system and the tasks it supports. Prior
work added high-level control for specific intents such as politeness [Niu and Bansal, 2018a],
emotions [Zhong et al., 2019] and persona [Song et al., 2019] through a fixed set of coarse labels,
but these methods require manually labelling data for each new intent.

One approach for adding control over response intents is to use response exemplars that are
hand-written or strategically curated to promote high-level goals without explicit labels. By
conditioning on response exemplars, we can generate coherent responses that follow the intents of
the exemplars without manually labeling vast amounts of data. Exemplar-based methods [Cai

1Code available at https://github.com/prakharguptaz/EDGE-exemplars
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Context My friends and I have started eating vegan
food since yesterday.

Exemplar Eggs are very beneficial for your body.
Frames FOOD USEFULNESS BODY-PARTS

Responses Vegan food can be good for your health.
Vegetables can do wonders for your body
Vegan food is very healthy.

Exemplar I want to drink milk as well.
Frames DESIRING INGESTION FOOD

Responses You want to eat some vegan food?
We eat a lot of vegetables.
It’s delicious. We like to eat organic food.

Table 5.1: EDGE generates responses to dialogue contexts by conditioning the response generation
on the semantic frames of existing response exemplars to create coherent and controlled replies.

et al., 2019b,a, Wu et al., 2019b, Li et al., 2022a] have two key drawbacks: (1) the models often
overfit to the training data, then produce incoherent responses by copying irrelevant tokens from
exemplar responses into the generated responses, and (2) the models often learn to ignore the
exemplars, then produce responses that are not controlled by the strategic exemplars.

To generate locally coherent responses that also adhere to high-level dialogue constraints,
we present EDGE, a model that uses the semantic structure of an exemplar response, instead
of the tokens of the exemplar response, to guide generation (Table 5.1). For a novel dialogue
context, we retrieve a human-written response exemplar and represent it using its semantic frames
[Fillmore, 1982]. We then incorporate the dialogue context and the semantic frames of the
response exemplars in a powerful pre-trained conditional language model [Radford et al., 2019b],
thereby combining the benefits of fluency of language models and the semantic guidance of the
exemplar responses that are structured with rich linguistic knowledge.

By using semantic frames from exemplars, EDGE outperforms a set of generative and retrieval-
based baselines in a quantitative evaluation of response quality (coherence, consistency, fluency
and diversity of responses), and outperforms token-based approaches in capturing the semantic
structure of exemplar responses. Experiments demonstrate that semantic frames capture the mean-
ing of the exemplars rather than their surface forms, such that EDGE does not copy inappropriate
tokens from the exemplars. In a zero-shot anti-scam application, we show that EDGE generates
exemplar-conditioned responses that are coherent, context-specific, and adherent to underlying
exemplar intents and their high-level goals. To our knowledge, this work is the first to use frame
semantics as a means of control in exemplar-based dialogue generation.

5.2 Related Work

EDGE controls dialogue generation based on semantic frames of exemplars, building on prior
retrieval-based, controllable and semantics-based language generation methods.

55



Retrieval-Based Generation has been applied in summarization, machine translation, and
paraphrasing [Peng et al., 2019, Gu et al., 2018, Grangier and Auli, 2018] tasks to improve
the quality of text generation or to incorporate knowledge from retrieved text [Hua et al., 2019,
Prabhumoye et al., 2019]. In dialogue generation, retrieval conditioned approaches have been
proposed to address the lack of diversity in generated responses and the generation of short
and dull responses, common in generative approaches. Early approaches used LSTM-based
models [Weston et al., 2018, Pandey et al., 2018, Wu et al., 2019b] and their ensembles [Song
et al., 2018, Zhang et al., 2019b] to encode tokens of the retrieved responses to condition response
generation. Conditioning response generation directly on tokens of retrieved responses results in:
(1) generating incoherent responses due to copying contextually irrelevant tokens, and (2) models
learning to ignore retrieved responses due to a mismatch between retrieved responses and ground
truth responses. Prior work aimed to solve these problems by extracting only contextually relevant
tokens from the retrieved response [Cai et al., 2019a], and by replacing the retrieved response
with a noisy version during training [Cai et al., 2019b]. By using semantic frames that represent
an exemplar token’s meaning rather than the low-level tokens themselves to guide generation,
EDGE exerts better semantic control over the generated response. We additionally achieve higher
coherence, fluency, and token-level diversity by reusing semantic frames rather than specific
tokens.

Controllable Text Generation has been studied in tasks such as dialogue generation [Gao et al.,
2019b], summarization [Fan et al., 2018], paraphrasing [Goyal and Durrett, 2020], and other
tasks [Dong et al., 2017, Peng et al., 2019], with the aim of controlling fixed attributes such as
topic [Wang et al., 2017, Tang et al., 2019a], emotion [Zhou et al., 2018a], politeness [Niu and
Bansal, 2018a] and style [Keskar et al., 2019b] through coarse-level labels or control phrases [Wu
et al., 2020c]. Some traditional approaches used templates to control the generation of text [Reiter
et al., 2005, McRoy et al., 2003]. Some recent approaches learn templates from the data and
exemplars [Wiseman et al., 2018, Ye et al., 2020b, Yang et al., 2020]. We explore the common
case of response exemplars instead of inflexible templates or coarse labels to guide the dialogue
response generation. Although state-of-the-art models pretrained on large dialogue corpus such
as DialoGPT [Zhang et al., 2020c], Meena [Adiwardana et al., 2020b] and Blenderbot [Roller
et al., 2021b] are capable of generating interesting and human-like responses, our focus is on
controlling the response generation process by conditioning on exemplars. By using semantic
frames from exemplar responses, our method flexibly captures intents implicitly present in the
exemplar frames, and exercises fine-grained semantic control over generation of new responses
based on these exemplars.

Semantics-Based Generation has reemerged for use in various tasks such as paraphrasing [Wang
et al., 2019a], machine translation [Marcheggiani et al., 2018] and story generation [Tu et al.,
2019, Fan et al., 2019]. Semantic representations such as semantic frames and semantic role
labels provide abstractions that capture the underlying meanings of different surface realiza-
tions (e.g., paraphrases, other languages). We are the first to explicitly model frame semantic
representations [Fillmore, 1982] in dialogue generation.
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5.3 Frame Semantics
To achieve fluent and contextually-appropriate generated responses that adhere to the semantic
structure of exemplars and capture their high-level goals, we use the frame semantics of the
exemplars to guide the generation of responses. The central idea of frame semantics is frames,
which are semantic abstractions describing universal categories of events, concepts, and relation-
ships, based on the linguistic resource FrameNet [Baker et al., 1998]. Frame semantics provide a
higher-level representation of individual tokens in the response exemplars based on the purpose of
those tokens in the response. For instance, the tokens ‘hear’, ‘say’, ‘see’, ‘smell’, ‘feel’, all share
a similar purpose of their semantic frame label ‘Perception’, such that each frame can have many
possible lexical surface forms. FrameNet defines more than 1200 frames such as ‘Perception’.

Representing response exemplars in terms of their semantic frames allows our model to reuse
their semantic structure to adapt the low-level response tokens to fit novel dialogue contexts,
and produce diverse response variations that fit within the semantic constraints. For example, in
Table 5.1, EDGE generates multiple diverse and coherent variations for both exemplar responses
by conditioning on their frame semantic structures.

The use of frame semantics to represent exemplars in terms of their semantic meaning rather
than their surface forms provides two additional benefits: (1) preserving the semantic structure
of exemplars helps to preserve implicit constraints of dialogue systems present in exemplar
responses including desired strategies, intents, and emotional tones, and (2) using frames rather
than tokens helps the model to avoid overfitting. A model that uses exemplar tokens rather than
frames during training can become over-relient on copying tokens, such that during generation the
model copies inappropriate tokens from the exemplar response. For example, given the exemplar
response “Eggs are very beneficial for your body” (Table 5.1), a token-based model can access
the token “Eggs” and incorrectly use “Eggs” in its response about vegan food. EDGE reduces
such overfitting by conditioning on the semantic frames of the exemplars during training and
generation. For example, EDGE uses the frame “FOOD” as input instead of “Eggs” (Table 5.1),
and substitutes an appropriate token (“Vegan food”) in its generated response.

In our experiments, we find that using frame semantics in exemplar-conditioned dialogue
generation improves the coherency of responses, while preserving the semantic structure and
underlying intents of the exemplar responses.

5.4 Model
Our model EDGE extends a dialogue generation model TransferTransfo [Wolf et al., 2019a]
to control generation by including semantic frames from an exemplar response in addition to
the dialogue history. TransferTransfo is based on the transformer architecture and fine-tunes a
generative pretrained model (GPT) [Radford, 2018] with two objective functions: (1) a language
modelling objective, and (2) a next-utterance classification objective. The language modelling
objective function maximizes the likelihood for a given sequence of tokens, and the next-utterance
classification objective distinguishes a correct response for an input dialogue context from a set of
randomly selected distractor responses. We adapt the TransferTransfo model to our setting by
first replacing GPT with GPT-2 [Radford et al., 2019b] as our base architecture. GPT-2 can be
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Figure 5.1: The input representation of our proposed approach. During training, EDGE conditions
on the dialogue context and a noisy version of the ground truth response semantic frames to
generate the ground truth response. During inference, we feed the context and the semantic frames
from the response exemplars to generate a response.

substituted with other language models such as Transformer-XL [Dai et al., 2019] or dialogue
specific models such as DialoGPT [Zhang et al., 2020c]. To incorporate semantic frames from
exemplar responses in the TransferTransfo architecture, we uniquely add tokens representing the
semantic frames to the input context. Specifically, we concatenate the input context, a <bof>
token, semantic frame tokens, a <bor> token, and the response (Figure 5.1). Prior work also uses
concatenation to add different signals to the input for training dialog systems [Budzianowski and
Vulić, 2019]. Following TransferTransfo model, we also add token, position, and speaker role
embeddings. For frame extraction from exemplars, we use the open-sesame model Swayamdipta
et al. [2017] and their open-sourced implementation2. We use the frame predicates and ignore
the arguments. Because there are no frames corresponding to wh-question words such as ‘why’
and ‘how’, ‘yes’ and ‘no’, question mark or pronouns, we add each of these tokens in the frame
vocabulary.
Training During training, the model learns to generate the ground truth responses conditioned on
the dialogue context tokens followed by the in-order predicted semantic frames for the ground
truth response (Figure 5.1). Following TransferTransfo, we mask the tokens of the context for the
language modelling objective. To ensure that the model does not ignore the exemplar response,
we use the frames of the ground truth response in input during training, instead of frames from a
retrieved response. In pilot experiments, our model generated incoherent replies to the dialogue
context when the semantic frames were incorrectly detected or irrelevant to the dialogue context.
To make the model more robust to missing frames, frames changing order between the exemplar
and the response, and irrelevant or inaccurate frames, we: (1) randomly drop 15% of semantic
frames from the sequence, (2) randomly shuffle semantic frames sequences (over a length of 2
tokens) with a probability of 0.1, and (3) add random semantic frames in random positions to
increase the sequence length by 30%.

EDGE’s ability to generate coherent responses despite inaccurate frame detection is important
as the semantic frame prediction model that EDGE uses reports F1 scores of 73.25% for frame
target detection and 86.55% for frame identification. However, informal dialogue text can lead to
lower performance. Evaluating on 110 conversational sentences in the FrameNet 1.7 test set, the
semantic frame prediction model achieves F1 scores of 71.78% for frame target detection and
74.58% for frame identification. We train EDGE by dropping, reordering and adding random
frames so that EDGE learns to generate coherent responses in the presence of noisy frames from
the exemplars.

2https://github.com/swabhs/open-sesame
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Inference During inference, we either rely on pre-defined response exemplars, or perform retrieval
by first using the state-of-the-art Poly-encoder model [Humeau et al., 2020] to retrieve response
candidates and then select the highest ranked response as the exemplar response. We add the
semantic frame sequence from the exemplar response as the input along with the context of the
conversation. The model then creates a response which is controlled by the semantic frames from
the exemplar, and coherent with the context of the conversation.

5.5 Experimental Setup

We compared our model to existing generative and retrieval-based approaches in two settings:
(1) open-domain dialogue generation using the Dailydialog dataset [Li et al., 2017], and (2)
goal-oriented anti-scam dialogue generation using a set of fraudulent emails [Radev, 2008] as
prompts and a small set of intent-specific anti-scam response exemplars to inform responses.
For the anti-scam domain, we investigated exemplar conditioned responses in a case without
domain-specific training (i.e. zero-shot generation).

5.5.1 Datasets

Open-Domain We use the Dailydialog dataset [Li et al., 2017], which consists of 13,118 daily
conversations covering topics such as culture, education, tourism and health. The validation and
test sets have 1000 conversations each. We consider maximum of up to previous 5 utterances from
the conversation history as the context for both retrieval and generation. The 1000 conversations
in the test set consists of 6740 such context-response pairs.
Anti-Scam We use fraudulent e-mails3 as test data [Radev, 2008] consisting of 2500 emails. The
intent of the fraudulent email sender (a scammer) is to convince the recipient to give the sender
a large amount of money or some other information. We remove all links and email addresses
from the email text and limit the text content to the first and last 3 sentences of the email, as these
sentences typically reflect the setup and intent of the email, and the shorter email length reduces
inference time.

5.5.2 Baselines

We compared EDGE with a set of baseline models:
• Retrieval [Humeau et al., 2020] The Poly-encoder retrieval model allows for fast real-time

inference by precomputing each candidate response representation once, and then ranking
candidate responses for retrieval by attending to the context. Specifically, the model encodes
two separate transformers, one for the context and one for the response, and creates multiple
vector representations from the context. We use ParlAI’s implementation4 of this pre-trained
transformer-based model.

3https://kaggle.com/rtatman/fraudulent-email-corpus
4https://parl.ai/projects/polyencoder
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• GPT2-Gen [Wolf et al., 2019a] The dialogue generation model TransferTransfo (except that
we replaced GPT with GPT-2). This model is the base architecture in our model. It uses the
dialogue context to inform response generation, and does not condition on exemplar responses.

• LSTM-Tokens [Cai et al., 2019b] The state-of-the-art exemplar-conditioned open-domain
response generation model. It uses the dialogue context along with tokens extracted from
an exemplar response (using a transformer-based matching framework) to inform generation.
LSTM with attention is used as the decoder.

• LSTM-Frames An ablation model that varies LSTM-Tokens to use the semantic frames from
exemplar responses instead of extracted tokens. LSTM with attention is used as the decoder.

• GPT2-Tokens An ablation model that modifies EDGE to use tokens extracted from the exemplar
response, as in [Cai et al., 2019b], instead of semantic frames. GPT-2 is used as the decoder.

• GPT2-Frames (EDGE) Our model that uses the dialogue context along with the semantic
frames of the exemplar response to inform response generation. GPT-2 is used as the decoder.

• Human We collected human written responses for the test contexts.
We fine-tuned or trained each model on the Dailydialog dataset [Li et al., 2017].

5.5.3 Implementation Details

We use the architecture described in [Wolf et al., 2019a] and use their open-source implementation
with fine-tunable GPT-2 architecture5. We chose the 124M version of GPT-2 due to its performance
and smaller size which accomodates resource constraints. We used the Adam optimizer with
learning rate of 6.25e-5, L2 weight decay of 0.01, and batch size of 2. We set the number of
candidates to 2 for the next-utterance classification objective. Each model was trained until
maximum of 10 epochs with early stopping criteria. We set the maximum decoding length to 50
tokens and minimum to 4 for all models and use nucleus sampling [Holtzman et al., 2020b] with
threshold of 0.9. For LSTM-Tokens model, we used the open-sourced implementation released by
the authors6.

5.6 Results and Discussion
In this section we report results for both open-domain and goal-oriented anti-scam domains.

5.6.1 Open-Domain Setting

We compared EDGE with the baseline models on open-domain conversations in Dailydialog
dataset, and report results in terms of human-rated and automatic metrics that capture aspects
of response quality individually (e.g., is the response grammatically correct?) and with respect
to the context (e.g., is the response a valid continuation of the preceding conversation?). We
additionally consider how well the responses adhere to the semantic structure of the retrieved
response exemplars.

5http://github.com/huggingface/transfer-learning-conv-ai
6https://github.com/jcyk/seqgen/tree/master/ranker
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Model Dist-2 Dist-3 MaUdE Coherent Fluent Consistent Interesting Semantics

Retrieval 0.294 0.526 0.921 2.41 2.61 2.48 2.32 -
GPT2-Gen 0.249 0.494 0.905 2.42 2.55 2.41∗ 2.18∗ -
LSTM-Tokens 0.182 0.380 0.890 2.04∗ 2.10∗ 2.11∗ 1.89∗ 2.17
LSTM-Frames 0.185 0.392 0.901 2.36∗ 2.30∗ 2.33∗ 1.97∗ 2.29
GPT2-Tokens 0.254 0.513 0.927 2.19∗ 2.47∗ 2.29∗ 2.11∗ 2.04∗

EDGE (Ours) 0.278 0.571 0.922 2.52 2.63 2.56 2.39 2.24

Human 0.385 0.720 0.911 2.76 2.69 2.78 2.44 -

Table 5.2: Results for automatic (Dist-2, Dist-3, and MaUdE) and human (Coherent, Fluent,
Consistent, Interesting, and Uses Semantics) evaluation on the Dailydialog corpus. Our model
significantly outperforms other models (t-test comparison with EDGE, p < 0.05 indicated with ∗)
on human-rated metrics and performs similarly to the Retrieval baseline and Ablation models in
automatic metrics. We did not collect Uses Semantics for the Human, Retrieval and GPT2-Gen
cases which do not condition on exemplars.

Evaluation Metrics

Word overlap metrics have been shown to correlate poorly with human judgements of quality of
responses [Liu et al., 2016a] as they don’t account for all the plausible responses for any given
conversational context [Gupta et al., 2019]. We therefore conducted human evaluations to capture
aspects of the model quality such as coherence and fluency. Annotators on Amazon Mechanical
Turk platform rated the responses of the models for 100 randomly selected test contexts on a scale
of 1 to 3 (with 1 as the lowest and 3 the highest) on the following criteria:
• Coherent Does the response serve as a valid continuation of the preceding conversation?
• Interesting Is the response dull or interesting?
• Fluent Is the response naturally written, grammatical correct and non-repetitive?
• Consistent Does the response make logical sense given the context and by itself?
• Uses semantics Does the response share similar concepts with the retrieved response?

The annotators were shown a conversational context and responses to rate, and were provided
more detailed instructions and examples for each criteria, following Mehri and Eskenazi [2020c].
We collected ratings from 3 workers per context for all 7 models, with a total of 2100 ratings. The
Cohen’s Kappa [Cohen, 1968] value for inter-annotator agreement is 0.45 for the annotations,
indicating moderate agreement. We also evaluate the models using an unreferenced automated
evaluation metric MaUdE [Sinha et al., 2020b] which uses large pre-trained language models
to extract latent representations of utterances and is trained using Noise Contrastive Estimation.
It has shown high correlation with human judgements on criteria such as interestingness and
fluency. For measuring diversity of responses we calculate Dist-n [Li et al., 2016a]. It is the ratio
of distinct n-grams to total number n-grams for all the responses from a model.

Results

The human evaluations in Table 5.2 demonstrate that (1) Unsurprisingly, the GPT-2 based models
(EDGE, GPT2-Tokens, and GPT2-Gen) achieve higher ratings for quality metrics of coherence,
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Metric 1 Exemplar 5 Exemplars 10 Exemplars

GPT2-Gen

Dist-2 0.240 0.129 0.096
Dist-3 0.481 0.327 0.270

LSTM-Tokens

SemCov 0.347 0.354 0.360
Avg BLEU-2 0.216 0.214 0.214
Dist-2 0.184 0.104 0.080
Dist-3 0.387 0.267 0.223

EDGE

SemCov 0.650 0.620 0.625
Avg BLEU-2 0.192 0.170 0.161
Dist-2 0.274 0.155 0.118
Dist-3 0.569 0.409 0.344

Table 5.3: EDGE shows higher semantic coverage (SemCov) with the exemplar responses while
showing lower lexical overlap (lower Avg BLEU-2). EDGE also achieves higher diversity (Dist-
2,3).

fluency, consistency, and interestingness compared to the LSTM based models (LSTM-Tokens
and LSTM-Frames), and (2) The models that use semantic frames from retrieved responses
(EDGE and LSTM-Frames) achieve higher ratings than the models that directly used tokens from
the retrieved response (GPT2-Tokens and LSTM-Tokens). EDGE, our GPT-2 based approach
that uses semantic frames from response exemplars, outperforms all other models on overall
quality metrics, and outperforms token-based approaches in preserving semantics from reference
responses. Both LSTM-Frames and EDGE achieve high Uses Semantics rating, indicating that the
models which condition on frames preserve exemplar semantics better. EDGE and GPT2-Tokens
also achieve the highest MaUdE scores as well as the highest Dist-n scores, indicating high quality
and diversity of the responses.

Semantic Coverage and Diversity

Our results demonstrate that EDGE generates higher-quality responses while preserving retrieved
response semantics as rated by humans (Table 5.2). We further evaluate EDGE and baseline
models (LSTM-Tokens, GPT2-Gen) to assess generated responses’ consistency with retrieved
responses, and the diversity of the generated responses (Table 5.3). We do not limit this experiment
to the top retrieved response and instead select subsets of retrieved responses (of sizes 1, 5 and
10) for each test dialogue context by consecutively selecting each next highest ranked response if
the maximum Jaccard similarity of its semantic frames with the semantic frames of any response
in the subset is less than 0.5, and generate responses based on each response in the subset.

We calculate Dist-n to measure diversity, or the ratio of distinct to total n-grams for all the
responses. EDGE achieves higher diversity than LSTM-Tokens and GPT2-Gen for all response
set sizes. Compared to LSTM-Tokens, EDGE generated responses with semantic frames that

62



Context Human1: they sell everything.
Human2: well, i want chinese food.

Human1: actually i have a passion for
chinese literature.

Human2: you do?

Retrieved well, what do you want to eat? yes, reading is my hobby.
Frames WHAT DESIRING INGESTION ? YES LINGUISTIC-MEANING
GPT2-Gen it’s a good idea. yes. i’m passionate.
LSTM-Tokens well, what’s the you do? yes, i do.
LSTM-Frames i hope so. yes, i did.
GPT2-Tokens i’m not sure what to get. what are you interested in?
EDGE (Ours) you want to eat something chinese? yes. i studied chinese literature at university.

Context Human1: jeff, i’m going to the supermarket.
do you want to come with me?

Human2: i think the supermarket is closed now.

Human1: did you go to the concert last weekend?
Human2: no, i didn’t. and you? was it good?

Retrieved i know. i intent to go to the store today. yes, i did. i enjoyed it a lot. there was a folk
singer, a violinist and a pianist.

Frames AWARENESS PURPOSE MOTION BUSINESSES
TEMPORAL-COLLOCATION

YES EXPERIENCER-FOCUS DESTINY LOCA-
TIVE -RELATION PEOPLE

GPT2-Gen what a pity! yes. i enjoyed it very much.
LSTM-Tokens yes, i’m sorry to go with you. yes, i did. i’ve got a singer, but i was the violin-

ist.
LSTM-Frames where is the market? yes, i’ve been interested in a lot of people.
GPT2-Tokens where is the supermarket? i think you’re right. the performance was very

beautiful.
EDGE (Ours) i know, but i’m planning to go to the bank today. yes. i was very interested in the performance. i

was in the audience and it was really packed.

Table 5.4: Sample model responses to dialogue contexts in the open-domain setting of Dailydialog
conversations. The responses of all models except GPT2-Gen are conditioned on the Retrieved
responses using either the retrieved response tokens or the extracted semantic frames (Frames).
EDGE generates more coherent and interesting responses compared to the baselines, without
directly copying tokens from the retrieved responses.

covered a higher percentage of the semantic frames present in the retrieved responses (SemCov is
36% for LSTM-Tokens, and 63% for EDGE). This shows that compared to baselines, our model
does not ignore the exemplar responses. It also copied exact tokens less often as EDGE generated
responses contained a lower level of token similarity to retrieved responses (BLEU-2 of 0.21 for
LSTM-Tokens and BLEU-2 of 0.16 for EDGE). This shows that while EDGE better controls the
semantic content of the generated responses, it still produces more token-level diversity than other
models (Dist-2, Dist-3).

Qualitative Analysis

We present sample dialogue contexts and model responses to demonstrate how EDGE performs
on a range of retrieved response scenarios (Table 5.4). Overall, EDGE controls the length and
semantic structure of its responses based on retrieved human-written exemplars, and thus produces
longer and more specific responses compared to the purely generative model, GPT2-Gen. EDGE
benefits from this exemplar-based control, even when retrieval or frame extraction fails. When
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Context i want you to assist in investing money... want to acquire stock in multi national companies and to engage in
safe investments.... emphasize high level of confidentiality, which this upcoming project demands .... my son
shall tell you where the funds are being maintained and discuss remuneration for your services

Intent
Ask for Contact

or Location

Exemplar Are you located near me? Could we meet up soon about this? Tell me where your place is.
Frames LOCATING LOCATIVE-RELATION ? POSSIBILITY MAKE-ACQUAINTANCE TOPIC AWARE-

NESS LOCATIVE-RELATION
Response would you please be able to meet me about the location of the funds?

Intent
Show Interest

Exemplar Very excited about the 20 million dollars you have promised me. I can use that for my business.
Frames DEGREE EMOTION-DIRECTED PROPORTIONAL-QUANTITY CARDINAL-NUMBERS POSSES-

SION COMMITMENT CAPABILITY USING BUSINESSES
Response i will be very happy to have the opportunity to use your company, as you have promised, i can

use my company as an intermediary to invest in this business.

Context there is an account opened in this bank ... no body has operated on this account ... if i do not remit this money
out urgently it would be fortified for nothing..... we will achieve this money together ... i will use my position
in the bank to influence legal approvals and transfer of this money into your account with clearance from the
ministries and foreign exchange department ... you will get 25% of the total amount.

Intent
Show Skepticism

Exemplar Why do you think I will give you any donation? I do not even know you.
Frames WHY INTENTIONALLY-ACT AWARENESS GIVING QUANTIFIED-MASS ? GIVING AWARE-

NESS
Response why do you think i will give you such a large amount? i don’t know you.

Intent
Show Disinterest

Exemplar I don’t wish to undertake such an important duty. No one has ever requested me about this.
Frames INTENTIONALLY-ACT DESIRING ATTEMPT IMPORTANCE BEING-OBLIGATED REQUEST
Response i don’t want to try to influence the decision of the ministry, the bank is not an important one

and i don’t want to interfere in the process.

Table 5.5: Controlled response generation from EDGE in Anti-Scam domain. For each context
(an initial scam email), we show two different intents and human-written response exemplars
that embody each intent. We show each exemplar’s extracted semantic frames, and EDGE’s
generated response. EDGE generates response variations by conditioning on exemplars to capture
the specific exemplar intents.

the retrieved responses are not appropriate for the dialogue context (left two examples), EDGE
leverages the semantic frames in the retrieved response to generate a coherent and specific response
(e.g., by adding details such as “eat something chinese?”), while other models generate short
or incoherent responses (e.g., “what a pity?’). When some words in the retrieved response are
missing semantic frames (top right example), EDGE leverages the frames that are still present and
the context to generate a coherent response with contextually-appropriate details. On the other
hand, when LSTM-Tokens inappropriately copies tokens (top left and bottom right examples),
the responses often become incoherent (e.g., copying “singer” and “violinist” results in “i’ve got
a singer, but i was the violinist.”). Although EDGE generates context specific responses which
generally adhere to the semantics of the exemplars, EDGE still occasionally diverges from the
exemplar response. For instance, the model can hallucinate details irrelevant to the context (the
word “bank” in the bottom left example), a problem common in neural generative models [Tian
et al., 2019, Dušek et al., 2020, Li et al., 2020].

5.6.2 Anti-Scam Setting
Traditional dialogue systems use response exemplars to control system responses based on high-
level goals and intents present in the exemplar responses. However, it can be infeasible to
write an exhaustive set of exemplar responses. Further, when such systems directly apply a pre-
written response to a novel dialogue context, the response can be incoherent. We demonstrate an
application of EDGE in the anti-scam domain where we generate a variety of coherent responses to
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Model Coherence Intent Engagement

GPT2-Gen 2.10 33.0 70.1
EDGE 2.39 79.7 87.3

Table 5.6: Human evaluation of Coherence (reported from 1-low to 3-high), Intent (Follows Intent
reported as a percentage), and Engagement (reported as a percentage) in the Anti-Scam setting.

novel dialogue contexts that capture the high-level intents of exemplar responses without training
the models on domain-specific data (a zero-shot test scenario). We crafted our anti-scam response
exemplars to follow high-level objectives of the domain [Dalton et al., 2020] such that each of our
20 response exemplars demonstrates one of 5 specific anti-scam intents: ask for details, ask for
contact or location, show interest, show skepticism, and show disinterest. Half of the response
exemplars contain generic replies that may be appropriate for many scam emails, and half of
response exemplar replies contain responses to specific emails. We include sample scam emails,
strategic response exemplars, and generated responses in Table 5.5.

Human Evaluation We performed human evaluation to test whether generated responses: (1)
capture the high-level intents of the exemplar responses, and (2) generate coherent and engaging
responses to the scam emails. We compared our system with the GPT2-Gen model, a GPT-2
based baseline that generates responses without conditioning on response exemplars. For each of
the 20 response exemplars, we selected 5 scam emails as test dialogue contexts (100 emails total).
We asked annotators to rate the responses of both models on the following criteria: (1) Coherence,
or is the response on topic and strongly acknowledges the conversation history, (2) Follows intent,
or does the response capture the intent of the exemplar, and (3) Engagement, or will the response
engage the scammer in a conversation. We collected 3 ratings per email and averaged the ratings
(Table 5.6) and the inter-annotator agreement (Cohen’s Kappa) is 0.67 indicating high agreement.
EDGE outperforms GPT2-Gen across all metrics, generating coherent replies that capture intents
of the exemplars, and engage the scammer (high-level goals).

Qualitative Analysis GPT2-Gen responses often simply acknowledge the scammer’s email
(e.g., “i am glad to tell you that i am in charge of your company.” and “thank you, i’m sure
you’ve got it” for the contexts in Table 5.5), while EDGE leverages the exemplars to generate
longer replies that preserve the engagement aim and specific intent aims (e.g., “i can use my
company as an intermediary to invest in this business.” to show interest). GPT2-Gen achieves
33% intent accuracy, even without conditioning on response exemplars, because its responses
often showed interest or asked for details (two of the possible intents). While EDGE responses
were more coherent, incoherent responses were typically due to long response exemplars, such
that the resulting responses displayed faulty logic, a common problem across generative models
generating long text [Holtzman et al., 2020b]. Overall, EDGE can leverage the semantic frames
of response exemplars to preserve their underlying intent and add context specific details where
appropriate (e.g., “influence the decision of the ministry” in the last example). Thus, EDGE’s key
advantages over prior approaches are its controllability and zero-shot performance.
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5.7 Conclusion
In this chapter, we present EDGE, an exemplar-based generative dialogue model. By generating
responses that preserve semantic structures from exemplars, EDGE maintains desired qualities
of dialogue systems including intents and strategies implicitly present in the curated exemplar
sets, while achieving fluent and coherent responses. In future work, we plan to explore new
mechanisms for incorporating semantic frames, experiment with other abstract representations of
response exemplars, and apply our approach to other language generation tasks.
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Chapter 6

Target-Guided Dialogue Response
Generation Using Commonsense and Data
Augmentation

In the previous chapter we explored controlling response generation using exemplar responses.
In this chapter we will explore another control mechanism - controlling generation using target
sentences. Target-guided response generation enables dialogue systems to smoothly transition a
conversation from a dialogue context toward a target sentence. Such control is useful for designing
dialogue systems that direct a conversation toward specific goals, such as providing counselling
and creating non-obtrusive recommendations. In this chapter, we introduce a new technique for
target-guided response generation, which first finds a bridging path of commonsense knowledge
concepts between the source and the target, and then uses the identified bridging path to generate
transition responses. Additionally, we propose techniques to re-purpose existing dialogue datasets
for target-guided generation. Experiments reveal that the proposed techniques outperform various
baselines on this task. Finally, we observe that the existing automated metrics for this task
correlate poorly with human judgement ratings. We propose a novel evaluation metric that we
demonstrate is more reliable for target-guided response evaluation. Our work generally enables
dialogue system designers to exercise more control over the conversations that their systems
produce.

6.1 Introduction

Open-domain conversational systems have made significant progress in generating good quality
responses driven by strong pre-trained language models [Radford et al., 2019b, Devlin et al.,
2019] and large-scale corpora available for training such models. However, instead of passively
responding to a user, many practical dialogue system applications operating in domains such
as hospitality and education have specific goals to achieve. Prior work has used mechanisms
such as emotion labels [Zhong et al., 2019], persona [Song et al., 2019], politeness [Niu and
Bansal, 2018b] and documents [Zhao et al., 2020b, Li et al., 2022b] to control conversations
according to the system’s agenda. However, such approaches require labelled training data for
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Figure 6.1: Given a dialogue context and a target sentence, our goal is to generate a dialogue response that
smoothly transitions the conversation from context towards the target. Our proposed approach involves
identifying a bridging path of entities to link the context and the target.

a set of pre-determined labels, making it harder to incorporate new goals in a system. In this
work, we study the problem of proactive response generation based on a target sentence. For
example in Figure 6.1, given the context ‘I enjoy swimming’, the system guides the conversation
towards the target ‘I like to travel to new places’ by mentioning ‘I like to swim at beaches when I
go on vacation’. Using target sentences for proactive control is a intuitive and flexible control
mechanism for dialogue developers, free of domain-specific handcrafting and annotations.

Existing publicly available dialogue corpora generally consists of free-flow conversations
where the speakers move the conversation forward based on the dialogue history alone, absent an
agenda. We build upon the recently released Otters dataset [Sevegnani et al., 2021a] with one-turn
topic transitions for mixed-initiative in open-domain conversations. Given a source sentence
from a speaker, the task is to generate a topic transition sentence with “bridging” strategies to a
target sentence from another speaker. The task is challenging on several fronts. First, the system
needs to balance the trade-off between coherence with the context while smoothly transitioning
towards to the target. Second, the Otters training dataset is relatively small (less than 2000 training
instances), making it a low-resource setting. Finally, we show that standard word-overlap metrics
are insufficient for this task.

In this work, we propose methods to leverage commonsense knowledge from Concept-
Net [Speer et al., 2017b] to improve the quality of transition responses. Our technique decomposes
the response generation process into first generating explicit commonsense paths between the
source and target concepts, followed by conditioning on the generated paths for the response gen-
eration. This is intended to mimic how humans might bridge concepts for creating transitions in
conversations using commonsense knowledge. This technique offers two benefits: 1) Leveraging
external ConceptNet knowledge solves the data scarcity issue and improves the model’s capability
to generate logical transitions; 2) Since the transition response is grounded on commonsense
knowledge paths, the explicit paths used by the model can provide explanations for the concepts
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used by the model, as well as provide control over the generation process. Furthermore, we
propose a data augmentation mechanism to help with the data scarcity issue by re-purposing
training data from DailyDialog, an open-domain dialogue dataset. Both these approaches are
complementary and outperform existing baselines in response quality and transition smoothness.
We demonstrate how the proposed approach of using explicit bridging paths enables improved
quality of transitions through qualitative and human studies.

Automated evaluation is a challenging aspect in dialogue response generation tasks [Zhao
et al., 2017a, Yeh et al., 2021b]. We show that the existing word-overlap metrics such as BLEU
can be easily fooled to assign high scores to poor responses just based on high n-gram overlap
with reference responses. We propose a metric TARGET-COHERENCE which is trained using hard
adversarial negative instances, and achieves high correlation with human judgement ratings of
system outputs. As part of this work, we collect and release a dataset of human ratings of various
system outputs for this task 1.

6.2 Related Work

Target Guided Dialogue Response Generation: Sevegnani et al. [2021a] is perhaps the closest
to our work described in this work. They work on the task of generating a new utterance which
can achieve a smooth transition between the previous turn’s topic and the given target topic. Past
work in controllable text generation has explored steering neural text generation model outputs
to contain a specific keyword [Keskar et al., 2019a], a knowledge graph [Wu et al., 2019a], or a
topic [Ling et al., 2021]. Steering dialogue towards a given keyword has also been explored in
past work [Tang et al., 2019b, Qin et al., 2020a, Zhong et al., 2021b], albeit as a retrieval task. In
contrast, our goal is to generate a next utterance in a dialogue setup which can steer a conversation
towards target sentence in a smooth fashion rather than generating a response for a given keyword
or topic. Our work is also related to prior work on text infilling [Donahue et al., 2020a, Qin
et al., 2020b], though compared to them we work in a dialogue setup and utilize commonsense
knowledge to perform the infilling.
Commonsense for Dialogue Generation: Commonsense knowledge resources [Speer et al.,
2017a, Malaviya et al., 2020] have been used in dialogue response generation for tasks such
as persona-grounded dialogue [Majumder et al., 2020] and open-domain dialogue generation
[Ghazvininejad et al., 2018a, Hedayatnia et al., 2020, Zhou et al., 2021b]. Zhou et al. [2021a]
created a dataset focusing on social commonsense inferences in dialogue and ? designed a theorem
prover for if-then-because reasoning. More broadly, commonsense knowledge has been used in
text generation tasks such as story and essay generation [Guan et al., 2019a, Yang et al., 2019].
Automated Metrics for Evaluating Dialogue Quality: Automated metrics such as BLEU
[Papineni et al., 2002b], METEOR [Banerjee and Lavie, 2005], and BertScore [Zhang et al.,
2020a] are widely used to evaluate quality of machine-generated text. However, such metrics
often correlate poorly with human judgement ratings of generated text quality [Sai et al., 2020c].
Past work has explored trained model-based metrics such as ADEM [Lowe et al., 2017c] and
RUBER [Tao et al., 2017]. However, training such model-based metrics often relies on tagged

1Code available at www.github.com/prakharguptaz/target-guided-dialogue-coda
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Figure 6.2: Model illustrations for KPGs - Knowledge Path Generators (top) and CRG - Commonsense
Response Generator (bottom). Base architecture for all models is GPT-2. Given a path sampled from
ConceptNet, KPG-wc learns to predict the path given the head, tail and intermediate entities of the path
while KPG-ht learns to predict the path given only the head and tail entities. For the CRG model, during
training, a head entity from the context, a tail entity from the target and intermediate entities from the gold
transition response are fed into KPG-wc and its output path is used as input to the CRG model. During
inference, a head entity from the context and a tail entity from the target are fed into the KPG-ht model.
KPG-ht then generates a path with new concepts such as “go on vacation”. CRG model conditions on this
path for transition response generation.

training data. Gupta et al. [2021c] propose ways to mitigate the need for such labelled data by
automatically synthesizing negative examples. Our proposed metric is along similar lines, though
we utilize different techniques for synthetic negative example generation.

6.3 Task Overview

We first formalize the task of target-guided response generation. Given a conversation context
c between two speakers A and B, and a target utterance t for speaker B, the task is to generate
a transition sentence s which serves as a smooth link between the context and the target. The
target is a phrase or a sentence. Otters dataset [Sevegnani et al., 2021a] consists of a simplified
setting of one-turn topic transitions, where the conversation history consists of a single utterance
ua from speaker A, and a target utterance ub for speaker B, and the task is to generate a transition
utterance s for speaker B to serve as a smooth link between ua and ub. The task is challenging
since a system needs to devise a strategy that balances the competitive objectives of generating a
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response which is coherent to the context, while smoothly driving the conversation towards the
target.

In this work, we propose two approaches for the transition response generation task: 1)
Commonsense-guided response generation (section 6.4), and 2) Data augmentation to tackle data
sparsity (section 6.5). We refer to the proposed method as CODA (Commonsense Path and
Data Augmentation). We also propose a novel metric TARGET-COHERENCE to automatically
evaluate the smoothness of response transitions (section 6.6).

6.4 Commonsense-Guided Response Generation
We frame the target-guided response generation task as follows. Given a conversation context c
and a target t, a conditional language model learns to predict the transition response s. Target-
guided generation can potentially benefit by incorporating commonsense reasoning by identifying
rich connections between a pair of entities which enable us to generate logical transition responses
connecting the two. Pre-trained language models are known to suffer in cases where commonsense
knowledge is required during generation [Zhou et al., 2018b, Guan et al., 2019b], especially in
tasks where there is not enough data available for learning commonsense patterns from the text,
which is true for our case. In contrast, Commonsense Knowledge Graphs like ConceptNet [Speer
et al., 2017b] provide structured knowledge about entities, which enables higher-level reasoning
about concepts.

In this work we use commonsense knowledge from ConceptNet for planning a transition
response. ConceptNet is a large-scale semantic graph that has concepts as nodes and has com-
monsense relationships between them, such as ‘IsA’ and ‘AtLocation’. However, ConceptNet
suffers from severe sparsity issues [Malaviya et al., 2020, Bosselut et al., 2019]. Therefore, it is
not always possible to find the concepts and relationships between context and target concepts.
To address the sparsity issue, we develop Knowledge Path Generator (KPG), a language model
trained on paths sampled from ConceptNet. The model takes a pair of entities or concepts as input
and generates a multi-hop path connecting the two. Since the knowledge paths are sampled from
a generative model rather than retrieved from a fixed knowledge base, we are no longer limited by
the entities and paths present in the ConceptNet knowledge base.

To generate commonsense based responses, we train a Commonsense Response Generator
(CRG) model to generate the transition response conditioned on the paths generated by the KPG
model (Figure 6.2). Conditioning the response generation on commonsense paths improves the
reasoning capabilities of the CRG model and provides the added benefits of interpretability and
control over the generation process.

6.4.1 Commonsense path generator
The KPG models attempts to connect a concept or entity phrase from the context to a concept
from the target by creating knowledge paths between them.
Path Sampling: To create training data for the KPG models, we sample paths between entity
phrases from ConceptNet using random walks. This step builds upon past work of Wang et al.
[2020a]. Given nodes N and edges E from ConceptNet, we perform random walks on the graph
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to sample a set of paths P of the form p = {n0, e0, n1, e1, ..., ek−1, nk} ∈ P . Here, a path p
connects a head entity phrase n0 with the tail entity phrase nk via intermediate entities and edges
(or relations) ni, ei. To sample paths, the random walk begins with a random entity node n0

and samples a path of random length k ∈ {1, 2, ..., K}, where we have set K = 6 in this work.
To sample paths that are useful for our task, we prevent sampling certain edges types such as
Synonym (Appendix D.1).
KPG-head-tails (KPG-ht): KPG-ht is a GPT-2 [Radford et al., 2019b] based model which is
trained to predict a knowledge path p which links a head entity nh to a tail entity nt. For a sample
path p = {nh, e0, n1, e1, ..., ek−1, nt} from ConceptNet, the path is formatted into the following
sequence “[target] nt [sep] nh e0 n1 e1, . . . , ek−1 nt”. KPG-ht is only used during CRG inference
where the head entity is extracted from the context and tail entity from the target (Figure 6.2).
KPG-will-contain (KPG-wc): A large number of possible paths can exist for a given head-
tail entity pair. Training the CRG model by conditioning on paths which are irrelevant to the
gold transition response might discourage the CRG model from conditioning on the provided
commonsense path. Since we do not have gold paths for a response, we instead train a model
KPG-wc to generate paths which are more aligned to the gold response by enforcing the generated
path to contain entities from the gold response. KPG-wc is trained to predict a path which
contains a pre-specified entity set Ep = {k1, ..., kn} in the generated path by formatting paths
sampled from ConceptNet as the following sequence: “[wc] k1 [wc] k2. . . [target] nt [sep] nh e0
n1 e1, . . . , ek−1 nt” (Figure 6.2). The entity set Ep is a randomly permuted sequence of entities
n1, n2, . . . , nk−1 from the sampled path. Here “wc” symbolizes “will contain”. Training with this
sequence indicates to the model that the path generated between nh and nt should contain the
entities from the set Ep in a sensible order. Specifying the special token “[target]” followed by the
tail entity nt informs the model about the last entity it should output when generating a path. We
discuss how the set Ep is constructed for CRG model training in the next section.

6.4.2 Response generator

The Commonsense response generator conditions on the commonsense paths generated from the
KPG models to generate the transition responses.

Entity extraction. We extract a set of entities Eh, Et and Er from the context, target and gold
transition response respectively using NLTK. We designed simple grammar rules (details in
Appendix D.1) to convert phrases to concise forms that match the nodes present in ConceptNet,
e.g., “watching the star” is converted to “watch stars”.

Sampling and filtering paths: In this step, for every pair of head and tail entity from Eh and Et,
we sample multiple paths from the KGP models using topk sampling and chose one or more of
these paths for training and inference. For training the CRG models with the commonsense paths,
we need to curate paths that are relevant to and aligned with the gold response so that they are not
ignored by the CRG model during inference. We achieve this by first sampling paths which are
relevant to the gold response, and then apply filtering mechanisms to curate the final set of paths.
For training data path sampling, we use the KPG-wc model (Figure 6.2). The input to the model
is a head and tail entity pair nh and nt, and the entity set Ep that consists of the set of entities
Er from the gold transition response. The model then generates a set of paths that contain the
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head and tail entities as well as the gold response keywords. Thus, the sampled path is inherently
relevant to the gold response due to the conditioning on gold keyword entities. During inference,
the set Er is not available, so we leverage the KPG-ht model that takes just the head and tail entity
pair nh and nt as input to generate a commonsense path.

Assuming the context and target consists of m and n entities each, and we generate q number
of paths per pair, we get a total of m × n × q number of paths for each data instance. Since
m× n× q can be a large number, we use simple methods to sub-select entity pairs and paths. (1)
Sub-selecting Entity Pairs: We score an entity pair by calculating the inverse document frequencies
(computed using Gutenberg English corpus) of the entity tokens and summing up the maximum
value found for a token in each entity in the pair. For training phase, we keep the top D pairs of
entities, and for testing phase we keep only the highest-scoring pair. (2) Sub-selecting paths: We
apply the following strategies to prune the set of paths for each entity pair: 1) Perplexity - We
filter out all the paths whose perplexity values (from the KGP models) are more than double the
average perplexity values of all paths between an entity pair. 2) We remove all the paths which
have repetition of entities since repetition often leads to degeneration during decoding. 3) For
paths in training data, we filter out paths which contain entities not present in the gold response.
The final set of paths P are converted into natural language by converting the relation and inverse
relations into textual format. For example, “art gallery UsedFor for art” is converted to “art gallery
is used for art”.
Training and inference in CRG model. The CRG model (GPT-2 based) is trained as a conditional
model with the following input sequence: “knowledge path [target] target sentence [context]
context sentence [response] transition response” for each knowledge path from the set P . We train
the CRG model by minimizing the log-likelihood loss of the transition response. For inference,
we create the set of paths P by entity extraction, path sampling and filtering and choose a random
path p from the final set P . The model generates the transition response conditioned on the
sequence of c, t, and p.

6.5 Data Augmentation
The task of target-guided response generation is still a relatively unexplored task, and Ot-
ters [Sevegnani et al., 2021a] is the only suitable dataset for this task to the best of our knowledge.
However, Otters is small and consists of only a few hundred context-target pairs. This makes
learning transition concepts and strategies challenging in this low-resource setup. On the other
hand, there are many publicly available dialogue datasets for training response generation models.
Such datasets contain free-flow conversations, where although the speakers generate context
coherent responses, they do not condition their responses on any target. We propose a technique
to leverage and re-purpose such datasets for the task of target-guided response generation. We
pick the DailyDialog [Li et al., 2017] dataset for experimentation and convert its conversations to
target-guided conversations in two steps: 1) Target creation, and 2) Data filtering.

For target creation, we run Semantic Role Labelling (SRL) to predict predicate and arguments
in a response. For each predicate identified, we create a clause by putting together the predicate
and arguments in a textual sequence. Finally, we only use the clause occurring towards the end
of the response as a target. An example for target creation is shown in Figure 6.3 (More details
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Context the restaurant looks authentic european.
Response the chef trained in florence. the pasta tastes nice here.
SRL Output predicate = tastes, arguments= the pasta; nice here
Target clause the pasta tastes nice here.

Figure 6.3: An example to demonstrate how a conversation in DailyDialog can be re-purposed for the task
of target-guided response generation.

about clause identification are in Appendix D.1).

The target creation step does not guarantee that a candidate response transitions smoothly
towards the target clause. In the data filtering step, we introduce a TARGET-COHERENCE metric
to score a transition response in terms of its coherence to the context and smoothness towards the
target. The metric is described in more detail in section 6.6. The metric assigns a score between
0-1 for a transition response and we remove instances with a score less than a threshold k (set to
0.7) from consideration. The remaining instances are used for pretraining response generation
models which are finally fine-tuned on the Otters dataset.

6.6 Target-Coherence Metric

Evaluating target-guided responses is a challenging task as a good transition response needs to
be both - coherent to the context and smoothly transition towards the target. Furthermore, since
the task is open-domain and open-ended, there are many possible correct responses which may
not match with a reference response [Çelikyilmaz et al., 2020]. To tackle these challenges, we
propose an automatic metric for this task that does not use human references. The proposed metric
TARGET-COHERENCE is based on a classification model trained to classify a transition response
as either positive, that is, it is coherent to the context and smoothly transitions towards the target,
or negative, that is, the response is either not coherent to the context or does not transition towards
the target.

We use the gold transition response from the training dataset to create positive instances
for training. For a positive instance with context c, target t and response r, we create negative
instances using the following mechanisms: 1) We hold two out of (c,t,r) constant while randomly
sample the third one. For example, sample a random context c′, which makes r incoherent to
the c′, 2) We use a GPT-2 model trained on Otters dataset to generate a response r′ coherent to c
but conditioned on a random target t′. 3) For a target t, we chose a response r′ from the Otters
training set which has t as the target but context c′ ̸= c. We sample a maximum of 2 negative
instance per mechanism and balance the count of positive and negative instances by repeating
positive instances. An example is shown in Figure 3 of Appendix D.1. We fine-tune a pre-trained
BERT-base [Devlin et al., 2019] model on these instances with binary cross entropy loss.
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Dataset Train Dev Test
Otters-id 1,929 (693) 1,160 (404) 1,158 (303)
Otters-ood 2,034 (677) 1,152 (372) 1,130 (372)
DailyDialog 11,118 1,000 1,000

Table 6.1: Overview of the datasets.

6.7 Experiments

6.7.1 Datasets

We use two datasets in our experiments. 1) Otters [Sevegnani et al., 2021a] contains instances with
context-target-transition response triplets. It consists of two sets of splits. The Out-Of-Domain
(OOD) split ensures that none of the context-target pairs in the test set are present in the train set.
In the In-Domain (ID) split, one of either the context or the target in each pair in the test-set is
allowed to appear in the train-set. DailyDialog dataset consists of casual conversations between
two speakers. In Table 7 we present the number of dialogues in DailyDialog dataset and number
of responses in otters, along with number of unique context-target pairs in brackets. Otters dataset
consists of multiple responses per context-target pair.

6.7.2 Baselines for generation

We report results for a number of baselines. We provide complete implementation details of
CODA and all baselines in Appendix D.1 and D.2.
• GPT-2: [Radford et al., 2019b] A pretrained GPT–small language model fine-tuned on Otters

data. Conditions on the context and target sentences to generate the transition response.
• GPT2-Fudge Yang and Klein [2021] uses a discriminator trained to distinguish good response

continuations from the poor ones and guides the GPT-2 based decoder towards responses that
are coherent to both the source and target sentences.

• Multigen [Ji et al., 2020] combines the vocabulary distribution generated by underlying GPT-2
model with a concept distribution from a commonsense knowledge base (ConceptNet).

• Concept-Predict leverages a concept prediction strategy from Qin et al. [2020a]. The concept
is predicted based on closeness to the target.

• CS-Pretrain model is pretrained with commonsense paths used for training the KPG models
and is based on the commonsense story generation model from Guan et al. [2020].

We report results for following CODA variants:
• CODA-ONLYDA: CODA variant that uses DailyDialog augmentation and does not use

commonsense paths from KPG models in the CRG model.
• CODA-NODA: CODA trained without additional data from DailyDialog.
• CODA-NOEDGE CODA variant that uses only entities and no edges from the path.
• CODA-NOALIGN: variant that relies on only KPG-ht for training and inference. Does not

select paths based on alignment with responses.
• CODA-KBPATH: variant that retrieves paths directly from ConceptNet using the algorithm

proposed in [Lin et al., 2019].
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Metric Target as
response

Context as
response

Reference
response

Correlation
w ratings

BLEU 15.0 9.9 6.5 -0.11
METEOR 14.0 12.6 13.2 0.01
ROUGE-L 32.3 29.8 26.5 -0.04
BS-rec 38.1 38.9 41.3 0.05
BS-F1 42.8 42.6 38.9 -0.06
TARGET-
COHERENCE

10.7 4.0 77.4 0.47

Table 6.2: We present the metric scores when using the target, context and one of the references as
the response. All metrics except for TARGET-COHERENCE score the target and context higher than
the reference. TARGET-COHERENCE achieves high correlation with human ratings. Underlined values
represent statistically significant result with p-value<0.05.

In-Domain Out-Of-Domain
BLEU METEOR ROUGE-L BS-rec TC BLEU METEOR ROUGE-L BS-rec TC

GPT-2 3.4 11.9 23.9 35.4 26.7 3.0 10.8 22.2 35.0 29.7
GPT2-Fudge 3.4 12.4 24.4 36.1 28.3 3.4 11.1 23.0 35.1 29.6
Multigen 6.2 12.5 28.1 40.0 27.8 4.9 11.6 26.0 36.7 30.8
Concept-predict 3.3 12.3 28.5 38.1 28.3 3.7 11.6 23.1 35.9 26.3
CS-Pretrain 2.8 11.1 23.2 35.2 21.5 2.8 10.2 21.2 33.0 22.0
CODA 5.0 12.6 25.9 38.0 36.7 4.6 11.5 24.3 35.5 37.9
CODA-ONLYDA 4.0 12.4 24.4 37.5 32.7 3.1 11.1 22.7 35.3 33.2
CODA-NODA 4.4 12.3 25.1 37.8 35.7 4.5 11.6 24.4 35.4 36.0
CODA-NOEDGE 4.2 12.0 25.0 37.4 33.7 4.0 11.8 24.2 35.4 35.9
CODA-NOALIGN 3.7 12.4 25.5 38.5 32.1 3.2 11.2 22.8 35.6 31.2
CODA-KBPATH 3.6 12.5 24.9 38.6 33.9 3.6 11.4 24.1 35.9 33.0
CODA-UPPER 8.3 18.1 32.6 44.4 47.9 7.5 17.9 30.7 42.7 45.4
Human 6.5 13.1 26.5 41.3 77.4 4.9 12.3 24.0 37.6 77.3

Table 6.3: We present the results of automatic evaluation based on word-overlap and proposed TARGET-
COHERENCE. CODA outperforms all the baselines for most of the metrics. We also present results for
CODA’s model ablations.

• CODA-Upper Upper bound for CODA which uses paths inferred from the gold responses
using the KPG-wc keywords model during inference.

6.7.3 Evaluation Metrics
We report standard automated metrics such as BLEU [Papineni et al., 2002b], ROUGE-L [Lin,
2004b], METEOR [Banerjee and Lavie, 2005], and BertScore (BS-rec and BS-F1) [Zhang et al.,
2020a]. Evaluation is carried out using multiple references from the test set. Word-overlap metrics
do not correlate well with human judgements [Liu et al., 2016a]. Additionally, we observe that on
this task, even a poor transition response can get a high score on reference-based metrics if it has
high overlap with the context or the target. We carry out an experiment where we use the target,
context and one of the references as the transition response. An ideal metric would score the
reference response high, and give low scores to target and context used as a response. In Table 6.2,
reference-based metrics assign higher scores to target and context sentences used as responses
compared to human-written responses. In contrast, TARGET-COHERENCE assigns high scores to
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Criteria Models Win Lose Tie

Smooth CODA vs GPT-2 37.5 31.6 31.0
CODA vs Multigen 32.3 22.8 44.8

Sensible CODA vs GPT-2 22.0 21.3 56.7
CODA vs Multigen 25.8 25.6 48.6

Informative CODA vs GPT-2 32.3 27.3 40.4
CODA vs Multigen 35.5 27.8 36.7

Table 6.4: Human evaluation through pairwise comparison between CODA and baselines. CODA is
preferred in smoothness and informativeness criteria while being comparably sensible.

reference responses and low scores to target and context sentences.
Correlation of metrics with human judgements: We investigate how well do the metrics
correlate with human ratings of system outputs. To perform this analysis, responses from CODA,
baselines, as well as reference responses are judged by crowd-source annotators who rate the
smoothness of a response given the dialogue context and the target on a scale of 0 to 1 (Appendix
D.3). We collect a total of 440 ratings across Otters ID and OOD splits, and report Spearman rank
correlation [Spearman, 1961] of the metrics and the ratings. Krippendorff’s alpha for annotation
is 0.42. Ratings and systems outputs will be released. Results, shown in last column of Table 6.2,
depict that most standard automated metrics correlate poorly with human ratings, while the,
proposed TARGET-COHERENCE achieves a very high correlation score of 0.47.

6.7.4 Results
In this section we present the automatic and human evaluation results. Automated metric results
are summarized in Table 6.3. Although reference-based metrics are lexically biased (subsection
6.7.3), we still report their scores. We observe that CODA outperforms all the baselines under in-
domain (ID) as well as out-of-domain (OOD) setups of Otters data as per TARGET-COHERENCE

(TC) score. For example, CODA gets a high TC score of 36.7 (ID) and 37.9 (OOD) while the
TC scores of the closest baselines GPT2-Fudge, Multigen and Concept-predict are in the range
of 28-31, demonstrating that the proposed method leads to significant improvements in response
quality. However, CODA is far from reaching human performance (TC 77.4).

CODA Ablations: We observe that: (1) Not using commonsense knowledge (CODA-
ONLYDA) leads to large performance drops, highlighting that CODA effectively utilizes com-
monsense knowledge. (2) Dropping data augmentation leads to a small drop in performance
(CODA-NODA), hinting at relatively small (but still significant) benefit from pretraining the
model using data augmentation. (3) Low performance of CODA-NOEDGE shows the importance
of using edges in commonsense paths. (4) Not aligning and selecting paths based on their relevance
to responses during CRG training (CODA-NOALIGN) leads to a high drop in performance. (5)
CODA outperforms CODA-KBPATH by 8% (ID) and 14.5% (OOD). This improved performance
can be attributed to the generalizability of entities and paths generated from the KPG models. (6)
CODA-UPPER achieves high scores, highlighting that further improvement in commonsense path
generation component can significantly boost the output quality of CODA.

Human Evaluation: We conduct human evaluations on Amazon Mechanical Turk to evaluate
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Context: i like the sand on my feet
Target: my puppy is called georgie.
GPT-2: My mom likes the water.
Multigen: My pet is the gecko.
CODA: My dog walks along the beach with sand.
CODA-Path: sand is at location beach belongs to walk
is desired by puppy

Context: my favorite city is seattle.
Target: i ride my bicycle everywhere.
GPT2: Seattle is my favorite city to go to
Multigen: So what do you do when you go to the seattle
CODA: I bought my bicycle from a bike shop in seattle.
CODA-Path: favorite city is the location which has
bicycle shop is a dependency of ride bicycle

Context: i am a server at a food place.
Target: i eat greasy foods.
GPT-2: I eat healthy foods at restaurants.
Multigen: I hate my food.
CODA: I am a server, but I don’t want to eat too much.
CODA-Path: server is a person not desires eat greasy food

Table 6.5: Sample representative model outputs.

the quality of generated transition responses. Annotators are requested to evaluate the transition
response on following criteria: (1) Smooth: rate whether the response serves as a smooth transition
between the dialogue context and target. (2) Sensible: whether the response makes sense in itself
i.e. it is grammatical and logically coherent. (3) Informative: how much informative content
a response carries. Human annotators compare (or mark as a tie) responses from two models.
We collect two annotations for 100 randomly selected data points from the test outputs. Results
in Table 6.4 demonstrate that CODA outputs are preferred over the baselines on ‘Smooth’ and
‘Informative’ criteria.

6.7.5 Qualitative Analysis

We present representative outputs from the models in Table 6.5. For CODA, we show the path
used in response generation. We notice that GPT-2 and Multigen often tend to either generate
simple outputs (e.g. ‘I hate my food’ in the last example) or simply repeat or address either
the target or the context (e.g. ‘My pet is the gecko’, ‘Seattle is my favorite city to go.’) which
leads to high BLUE and METEOR scores, but low TC scores. CODA avoids these pitfalls as
it is conditioned on generated commonsense paths based on both the context and target entities.
However, CODA is susceptible to two issues: 1) Using poor keywords for path generation, and
2) Generation of irrelevant paths (e.g. ‘server is a person not desires greasy food’ in the last
example).
Path quality: We conduct a human evaluation study to measure the quality of the generated
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Target Keywords
i need your address send money; visit; mail; send gift; send coupon
you should spend time with your friends don’t be alone; mental health; be happy;
you can try our restaurant best ingredients ; cheapest food; free delivery
our new recipe is best selling fat free; healthy; protein; tasty
i am the best financial advisor get rich quickly; sound advice; money management
you should have a positive attitude mental health; others will help; peace
we should always avoid fighting peace; happiness; injury; understand other people
i want to come to united states freedom ;democracy; money; job; american dream; education
everyone should get vaccinated public health; reduce hospital burden; live longer; covid; be safe
we should donate to charity help poor; make a difference; give assistance; feel good; social benefits

Table 6.6: The set of manually created targets and keyword set used for each target.

paths. For randomly selected 100 generated responses, we ask annotators to judge 1) Relevance:
Is the path relevant and used in the response? and 2) Makes sense: Does the path makes sense?
Results reveal that 79% of the paths were judged to be relevant and 76% of the paths were judged
to make sense. Thus in aggregate, the generated knowledge is good in quality, and is used in
the generated response. Path novelty: We analyzed the paths generated by CODA which were
judged as sensible by human annotators and found that 26.8% of entities in the paths were not
found in ConceptNet. This include entities such as ‘favorite food’, ‘pet kitten’, ‘single kid’ and
‘online class’. Thus, the actual paths from the ConceptNet might not be able to cover a large
fraction of head/tail entities. Furthermore, 81% of sensible paths are novel and do not exist in
ConceptNet. For example, even though the path ‘eat motivates go to restaurant has subevent
dinner is the location for bread’ exist in ConceptNet, the path ‘eat motivates go to restaurant has
subevent dinner is the location for pizza’ does not exist in ConceptNet. Thus we show that CODA
can generalize to new entities and paths.

6.7.6 Human-in-the-loop Experiment

Can human involvement improve generation? Our CRG model uses explicit paths generated
from the KPG models, which not only provides interpretability, it also allows human-in-the-loop
intervention for finer controllability. To test this hypothesis, we create a model KPG-oneent which
is a hybrid version of KPG-wc and KPG-ht model. The model takes a single entity nk given by a
user as an input and is trained to generate a path containing that entity. We test this model on a
manually created set of target sentences S of size 10 belonging to domains such as healthcare and
charity. The data created is shown in Table 6.6. An example sentence in set S is ‘we should donate
to charity’ and we manually curate a set of keywords such as ‘help poor’, ‘give assistance’ and
‘tax deductions’ that are relevant to the target sentence of interest and can guide the knowledge
path sampling towards meaningful paths. This data creation took the authors 30 minutes of effort.
For 100 random sampled contexts from the Otters dataset, we select a random target sentence
from the set S and sample a keyword k from the curated set of keywords of that target. We
compare this controllable model with the KPG-ht model that was used for path generation in all
our experiments. We find that the TARGET-COHERENCE metric favors the KPG-oneent model
in 59 percent of cases, confirming that even minimal human intervention in the form of domain
relevant keywords can improve the quality of generation.
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Context: i dye my hair.
Target: we should donate to charity.
Path (KPG-oneent): hair belongs to people motivated by
give assistance has prequisite donate to charity.
CODA-controlled: I donate my hair to a non-profit that
helps people in need.
Path (KPG-ht): hair belongs to people desires donate
to charity
CODA: People who donate are very good people.

Context: i have an amazing garden.
Target: you can try our restaurant.
Path (KPG-oneent): garden is a location of grow food
motivated by goal best ingredients is desired by person
capable of try restaurant
CODA-controlled: My restaurant uses the best ingredients
from the garden.
Path (KPG-ht): garden is a location of have friends
over has prerequisite try restaurant
CODA: you can have friends over.

Table 6.7: Sample data and model outputs from the human-in-the-loop experiment. The underlined words
are keyword inputs provided to the model KPG-oneent. The italicised words in the CODA controlled
outputs are phrases are generated based on the input keywords.

We present sample outputs of the model in Table 6.7. The input keywords used as intervention
are underlined. The paths which use the keyword intervention generate smoother transitions
compared to the paths which do not use the keyword intervention.

6.8 Conclusion
In this chapter, we propose and evaluate models for target-guided response generation using
explicit commonsense bridging paths. We also introduce an automated metric to evaluate smooth-
ness of a transition response. We showed that our model generates more smooth and informative
outputs through automatic and human evaluation. Furthermore, it allows for more interpretable
results. Going forward, we envision a model which could combine target and non-target guided
dialogue planning.

Ethics Statement
We work on the task of target-guided dialogue response generation. Our proposed models can
be used for several useful applications such as providing counselling and creating non-obtrusive
recommendations. However, we recognize potential misuse of such models for manipulating
users. Our models train on existing datasets such as Otters and DailyDialog, and also leverages
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external commonsense knowledge resources. As such, our models could potentially inherit biases
present in these data sources. Xu et al. [2020] provides a review of methods that try to mitigate
safety issues in open-domain dialogue generation which can be utilized for our task, and there are
some recent datasets and methods for improving safety [Kim et al., 2022b, Zhou et al., 2022].
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Chapter 7

InstructDial: Improving Zero and Few-shot
Generalization in Dialogue through
Instruction Tuning

In the previous chapter we explored control over response generation using exemplar responses
and target sentences. Both of those control mechanisms are natural and intuitive means of control
for users. We next explore whether it is possible for a developer or a user to control response
generation using dynamically defined control mechanisms at inference time in a zero-shot or
few-shot manner using instructions. With such a model, a user could control the generation
through a variety of mechanisms such as keywords, emotions or intents, specified in natural
language as instructions. We aim to train a generalized model that can be controlled with new
mechanisms during inference with either no training data or very few examples seen during
training for that task.

Instruction tuning is an emergent paradigm in NLP wherein natural language instructions
are leveraged with language models to induce zero-shot performance on unseen tasks [Longpre
et al., 2023]. Dialogue is an especially interesting area in which to explore instruction tuning
because dialogue systems perform multiple tasks related to language (e.g., natural language
understanding and generation, domain-specific interaction), yet instruction tuning has not been
systematically explored for dialogue-related tasks. We introduce INSTRUCTDIAL [Gupta et al.,
2022c], an instruction tuning framework for dialogue, which consists of a repository of 48 diverse
dialogue tasks in a unified text-to-text format created from 59 openly available dialogue datasets.
We explore cross-task generalization ability on models tuned on INSTRUCTDIAL across diverse
dialogue tasks. Our analysis reveals that INSTRUCTDIAL enables good zero-shot performance
on unseen datasets and tasks such as dialogue evaluation and intent detection, and even better
performance in a few-shot setting. To ensure that models adhere to instructions, we introduce
novel meta-tasks. We establish benchmark zero-shot and few-shot performance of models trained
using the proposed framework on multiple dialogue tasks1.

1Code available at https://github.com/prakharguptaz/Instructdial
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Figure 7.1: We investigate instruction tuning on dialogue tasks. Instruction tuning involves
training a model on a mixture of tasks defined through natural language instructions. Instruction
tuned models exhibit zero-shot or few-shot generalization to new tasks.

7.1 Introduction

Pretrained large language models (LLMs) [Devlin et al., 2019, Radford et al., 2019a, Brown
et al., 2020] are not only few-shot learners, but can also perform numerous language tasks without
the need for fine-tuning. However, LLMs are expensive to train and test. Instruction tuning has
emerged as a tool for directly inducing zero-shot generalization on unseen tasks in language
models by using natural language instructions [Mishra et al., 2021, Sanh et al., 2022, Wei
et al., 2022, Ouyang et al., 2022]. Natural language instructions can contain components such
as task definitions, examples, and prompts which allows them to be customized for multitask
learning. Instruction tuning enables developers, practitioners, and even non-expert users to
leverage language models for novel tasks by specifying them through natural language, without
the need for large training datasets. Furthermore, instruction tuning can work for models that
are significantly smaller than LLMs [Mishra et al., 2021, Sanh et al., 2022], making them more
practical and affordable.

Most recent work [Mishra et al., 2021, Sanh et al., 2022, Wei et al., 2022] on instruction
tuning has focused on general NLP tasks such as paraphrase detection and reading comprehension,
but not specifically on dialogue. While some work such as [Wang et al., 2022a] include a few
dialogue tasks, those tasks are collected through crowdsourcing and do not provide good coverage
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of dialogue tasks and domains. No prior work has examined how training a model on a wide
range of dialogue tasks with a variety of instructions may affect a system’s ability to perform on
both core dialogue tasks such as intent detection and response generation, and domain-specific
tasks such as emotion classification. In this work, we introduce INSTRUCTDIAL, a framework
for instruction tuning on dialogue tasks. We provide a large curated collection of 59 dialogue
datasets and 48 tasks, benchmark models, and a suite of metrics for testing the zero-shot and
few-shot capabilities of the models. INSTRUCTDIAL consists of multiple dialogue tasks converted
into a text-to-text format (Figure 7.1). These dialogue tasks cover generation, classification, and
evaluation for both task-oriented and open-ended settings and are drawn from different domains
(Figure 7.2).

Instruction tuned models may ignore instructions and attain good performance with irrelevant
prompts [Webson and Pavlick, 2021], without actually following user’s instructions. We address
this issue in two ways: (1) we train the models with a variety of outputs given the same input
context by creating multiple task formulations, and (2) we propose two instruction-specific meta-
tasks (e.g., select an instruction that matches with an input-output pair) to encourage models to
adhere to the instructions.

The main contributions of this work are:
• We introduce INSTRUCTDIAL, a framework to systematically investigate instruction tuning

for dialogue on a large collection of dialogue datasets (59 datasets) and tasks (48 tasks).
Our framework is open-sourced and allows easy incorporation and configuration of new
datasets and tasks.

• We show that instruction tuning models enhance zero-shot and few-shot performance on a
variety of different dialogue tasks.

• We provide various analyses and establish baseline and upper bound performance for
multiple tasks. We also provide integration of various task-specific dialogue metrics.

Our experiments reveal further room for improvement on issues such as sensitivity to instruc-
tion wording and task interference. We hope that INSTRUCTDIAL will facilitate further progress
on instruction tuning for dialogue tasks.

7.2 Related Work
Pre-training and Multi-Task learning in Dialogue Large-scale transformer models [Devlin
et al., 2019, Radford et al., 2019a, Brown et al., 2020] pre-trained on massive text corpora have
brought substantial performance improvements in natural language processing. Similar trends
have occurred in the dialogue domain, where models such as DialoGPT [Zhang et al., 2020c],
Blenderbot [Roller et al., 2021a] and PLATO [Bao et al., 2021] trained on sources such as Reddit
or Weibo, or on human-annotated datasets show great capabilities in carrying open-domain
conversations. Large-scale pretraining has also shown success in task-oriented dialogue (TOD).
[Budzianowski and Vulić, 2019, Hosseini-Asl et al., 2020, Ham et al., 2020, Lin et al., 2020a, Yang
et al., 2021] utilized pretrained language models such as GPT-2 [Radford et al., 2019a] to perform
TOD tasks such as language generation or act prediction. Similarly, BERT-type pretrained models
have been used for language understanding in TOD tasks [Wu et al., 2020a, Mi et al., 2021b].
Several of these works have shown improved performance by performing multi-task learning over
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Figure 7.2: INSTRUCTDIAL task taxonomy. Green represents classification and orange represents
generation tasks.

multiple tasks [Hosseini-Asl et al., 2020, Liu et al., 2022, Su et al., 2022b]. Multi-task pretraining
also helps models learn good few-shot capabilities [Wu et al., 2020a, Peng et al., 2021]. Our
work covers both open-domain and TOD tasks and goes beyond multi-tasking as it incorporates
additional structure of the tasks such as task definitions and constraints.

Instruction Tuning Constructing natural language prompts to perform NLP tasks is an active area
of research [Schick and Schütze, 2021, Liu et al., 2021b]. However, prompts are generally short
and do not generalize well to reformulations and new tasks. Instruction tuning is a paradigm where
models are trained on a variety of tasks with natural language instructions. Going beyond multi-
task training, these approaches show better generalization to unseen tasks when prompted with
a few examples [Bragg et al., 2021, Min et al., 2022a,b] or language definitions and constraints
[Weller et al., 2020, Zhong et al., 2021c, Xu et al., 2022]. PromptSource [Sanh et al., 2022],
FLAN [Wei et al., 2022] and NATURAL INSTRUCTIONS [Mishra et al., 2021, Wang et al.,
2022b] collected instructions and datasets for a variety of general NLP tasks. GPT3-Instruct
model [Ouyang et al., 2022] is tuned on a dataset of rankings of model outputs and was trained
using human feedback, but it is expensive to train and test. Instead, our work is tailored to dialogue
tasks and incorporates numerous dialogue datasets, tasks, and benchmarks. We show that models
trained on collections such as PromptSource are complementary to instruction tuning on dialogue.
For dialogue tasks, Madotto et al. [2021] explored prompt-based few-shot learning for dialogue,
but without any fine-tuning. Mi et al. [2021a] designed task-specific instructions for TOD tasks
that improved few-shot performance on several tasks. Our work covers a far greater variety of
dialogue domains and datasets in comparison.
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7.3 Methodology
In this section, we first discuss instruction tuning setup. Next, we discuss the taxonomy of
dialogue tasks, the task meta-information schema, and discuss how dialogue datasets and tasks
are mapped into our schema. Finally, we discuss model training and fine-tuning details.

Figure 7.3: Instruction based input-output samples for three tasks. Each task is formatted as a
natural language sequence. Each input contains an instruction, instance, optional task-dependent
inputs (e.g., class options in relation classification), and task-specific prompts. The instructions
and the input instances are formatted using special tokens such as [CONTEXT] and [QUESTION].
The Instruction Selection task is a meta-task described in Section 7.3.4

7.3.1 Instruction Tuning Background
A supervised setup for a dialogue task t consists of training instances dttrain ∋ (xi, yi), where xi

and yi are an input-output pair. A model M is trained on dttrain and tested on dttest. In a cross-task
setup, the model M is tested on test instances dt̂test of an unseen task t̂. In instruction tuning, the
model M is provided additional signal or meta information about the task. The meta information
can consist of prompts, task definitions, constraints, and examples, and guides the model M
towards the expected output space of the unseen task t̂.

7.3.2 Task Collection
We adopt the definition of a task from Sanh et al. [2022], which defined a task as ”a general NLP
ability that is tested by a group of specific datasets”. In INSTRUCTDIAL, each task is created from
one or more existing open-access dialogue datasets. Figure 7.2 shows the taxonomy of dialogue
tasks in INSTRUCTDIAL, and Table 6 shows the list of datasets used in each task. In our taxonomy,
Classification tasks consist of tasks such as intent classification with a set of predefined output
classes. Generation tasks consist of tasks such as open-domain, task-oriented, controlled, and
grounded response generation, and summarization. Evaluation tasks consist of response selection
in addition to relevance and rating prediction tasks. Edit tasks involve editing a corrupted dialogue
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response into a coherent response. Corrupted responses are created through shuffling, repeating,
adding, or removing phrases/sentences in the gold response. Pretraining tasks involve tasks such
as infilling or finding the index of an incoherent or missing utterance. They include multiple tasks
covered in prior pretraining work [Mehri et al., 2019, Zhao et al., 2020c, Whang et al., 2021a,
Xu et al., 2021e]. Safety Tasks consist of toxicity detection, non-toxic, and recovery response
generation. Miscellaneous tasks are a set of tasks that belong to specialized domains such as
giving advice or persuading a user.

7.3.3 Task Schema and Formatting

All tasks in INSTRUCTDIAL are expressed in a natural language sequence-to-sequence format.
Every task instance is formatted with the following properties: Task Definition: Description
of the task containing information about how to produce an output given an input. Instance
Inputs: Instances from a dataset converted into a sequence. Constraints: Additional metadata
or constraints for a task (emotion tag for emotion-based generation, classes for classification).
Prompt: Text sequence that connects the instance back to the instruction, expressed as a command
or a question. Output: Output of an instance converted into a sequence.

Figure 7.3 shows examples of instances from 3 tasks. For each task, we manually compose
3-10 task definitions and prompts. For every instance, a task definition and a prompt are se-
lected randomly during test. We do not include in-context examples in the task schema since
dialogue contexts are often long and concatenating long examples would exceed the maximum
allowable input length for most models. Input instances are formatted using special tokens.
The token [CONTEXT] signals the start of dialogue content. Dialogue turns are separated by
[ENDOFTURN]. [ENDOFDIALOGUE] marks the end of the dialogue and [QUESTION] marks
the start of the prompt text. We also incorporate task specific special tokens (such as [EMOTION]
for emotion classification task). We hypothesize that using a consistent structure and formatting
across tasks should help the model adopt the structure and novel input fields for unseen tasks
better.
Classification Options: In classification tasks, the model is trained to predict an output that
belongs to one of several classes. To make the model aware of output classes available for an
unseen task, we append a list of classes from which the model should choose. We adopt the
following two formats for representing the classes: (1) Name list: list the class names separated
by a class separator token such as a comma, and (2) Indexed list: list the classes indexed by
either alphabets or numbers (such as 1: class A, 2: class B,...) where the model outputs the index
corresponding to the predicted class. This representation is useful when the classification options
are long in length, such as in the case of response ranking where the model has to output the best
response among the provided candidates.
Custom inputs: Some tasks consist of input fields that are unique to the task. For example, emo-
tion grounded generation consists of emotion labels that the model uses for response generation.
We append such inputs to the beginning of the instance sequence along with the field label. For
example, we pre-pend “[EMOTION] happy” to the dialogue context in the emotion generation
task.

In Table 5 in the Appendix we present the list of tasks with sample inputs for each task.
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7.3.4 Meta Tasks

A model can learn to perform well on tasks during training by inferring the domain and charac-
teristics of the dataset instead of paying attention to the instructions, and then fail to generalize
to new instructions at the test time. We introduce two meta-tasks that help the model learn the
association between the instruction, the data, and the task. In the Instruction selection task, the
model is asked to select the instruction given an input-output pair for a task. In the Instruction
binary task, the model is asked to predict “yes” or “no” if the provided instruction leads to the
shown output for a given input. We show an example for instruction selection task in Figure 7.3.
These tasks help the model learn better association between the instructions, inputs and outputs
for a task, and hence learn better generalization to novel instructions.

7.3.5 None-of-the-above Options

For classification tasks, most tasks assume that the ground truth is always present in the candidate
set, which is not the case for all unseen tasks. To solve this issue, we propose adding a NOTA
(‘None of the above”) option in the classification tasks during training as both correct answers
and distractors following Feng et al. [2020b] for 10% of the training instances. To add NOTA as a
correct answer, we add “none of the above” as a classification label option, remove the gold label
from the options and set the output label as NOTA. To add NOTA as a distractor, we add NOTA
to the classification labels list but keep the gold label as the output label.

7.4 Experimental Setup

7.4.1 Model Details

Our models use an encoder-decoder architecture and are trained using maximum likelihood
training objective. We finetune the following two base models on the tasks from INSTRUCTDIAL:
1. T0-3B [Sanh et al., 2022] a model initialized from the 3B parameters version of T5 [Lester

et al., 2021]. T0-3B is trained on a multitask mixture of general non-dialogue tasks such as
question answering, sentiment detection, and paraphrase identification.

2. BART0 [Lin et al., 2022], a model with 406 million parameters (8x smaller than T0-3B) based
on Bart-large [Lewis et al., 2020], trained on the same task mixture as T0-3B.

We name the BART0 model tuned on INSTRUCTDIAL as DIAL-BART0 and T0-3B model
tuned on INSTRUCTDIAL as DIAL-T0. DIAL-BART0 is our main model for experiments since
its base BART0 has shown comparable zero-shot performance to T0 [Lin et al., 2022] despite
being 8 times smaller, whereas the 3B parameter model DIAL-T0 is large and impractical to
use on popular affordable GPUs. We perform finetuning on these two models since they both
are instruction-tuned on general NLP tasks and thus provide a good base for building a dialogue
instruction tuned model.
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Model ES AS RC DC BW KG

ACC ACC ACC ACC ACC B-2 R-L GR F1 B-2 R-L GR
Baselines and Our Models
BART0 22.2 58.5 6.3 33.7 4.2 4.9 12.0 45.7 17.4 5.3 13.3 23.9
T0-3B 45.9 60.2 1.3 33.1 14.1 4.1 10.7 55.5 14.2 3.2 10.7 78.0
GPT-3 57.5 56.5 11.5 37.3 16.5 7.2 15.7 57.0 18.5 3.9 11.6 83.8
DIAL-BART0 (Ours) 66.7 59.5 17.8 35.6 56.3 13.1 26.4 60.2 27.8 11.1 21.4 68.5
DIAL-T0 (Ours) 74.4 65.2 6.4 34.5 55.0 12.4 26.5 61.3 22.2 7.2 16.5 69.8
FLANT5-zeroshot 64.4 67.7 3.4 47.9 21.3 4.3 8.9 54.5 18.4 2.3 8.3 64.4
FLANT5-tuned 85.8 76.7 10.8 53.5 46.3 10.7 21.3 62.5 28.2 10.7 12.8 78.0
Few and Full shot Variations
DB-Few 77.1 69.1 28.0 43.0 72.2 16.7 30.7 60.3 27.9 9.7 20.0 68.0
DB-Full 90.7 83.3 62.7 77.4 83.7 20.8 33.8 61.0 30.9 11.6 22.8 70.5
Model Ablations for DIAL-BART0
DB-no-base 40.1 52.7 17.1 35.1 53.9 12.0 26.6 57.8 29.8 12.0 22.8 69.6
DB-no-instr 23.0 43.2 15.1 35.4 50.0 13.0 27.0 61.1 30.1 11.2 20.8 65.7
DB-no-nota 66.5 57.2 17.2 35.9 56.1 10.9 25.3 58.4 28.0 11.0 21.4 67.6
DB-no-meta 44.5 52.0 14.1 35.4 52.5 14.1 28.1 61.3 29.6 11.8 22.1 70.5

Table 7.1: Zero-shot evaluation on unseen tasks. B-2 stands for BLEU2, R-L for RougeL and GR
for GRADE metric. Here ES stands for Eval Selection, AS for Answer Selection, RC for Relation
Classification, DC for Dialfact Classification, BW for Begins With, KG for Knowledge Grounded
generation. DB-Few and DB-Full are variants of DIAL-BART0. Our models DIAL-BART0 and
DIAL-T0 outperform the baseline models and their ablated versions.

7.4.2 Training Details

For training data creation, we first generate instances from all datasets belonging to each task. We
then sample a fixed maximum of N = 5000 instances per task. Each instance in a task is assigned
a random task definition and prompt. We truncate the input sequences to 1024 tokens and target
output sequences to 256 tokens. We train DIAL-BART0 on 2 Nvidia 2080Ti GPUs using a batch
size of 2 per GPU with gradient checkpointing. We train DIAL-T0 on 2 Nvidia A6000 GPUs
using a batch size of 1 per GPU with gradient checkpointing. Additional implementation details
are present in Appendix E.1.

7.5 Experiments and Results

We evaluate our models on multiple zero-shot and few-shot settings. We establish benchmark
results for Zero-shot unseen tasks evaluation (Section 7.5.1) and Response evaluation task (Section
7.5.2) and perform error analysis. Next, we perform zero-shot and few-shot experiments on three
important dialogue tasks: intent detection, slot value generation, and dialogue state tracking
(Section 7.5.3).
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7.5.1 Zero-shot Unseen Tasks Evaluation

In this experiment, we test our models’ zero-shot ability on tasks not seen during training.

Unseen Tasks for Zero-shot Setting

We perform evaluation on the test set of the following 6 tasks not seen during training:
1. Dialfact classification: predict if an evidence supports, refutes, or does not have enough

information to validate the response
2. Relation classification: predict the relation between two people in a dialogue
3. Answer selection: predict an answer to a conversational question
4. Eval selection: choose the most relevant response among the provided 4 options. Dataset and

ratings based on DSTC 10 Automatic evaluation challenge [Chen et al., 2021b]
5. Knowledge grounded generation: generate a response based on background knowledge
6. Begins with generation: generate a response that starts with the provided initial phrase

All 6 tasks have varying levels of difficulty and cover both classification and generation. To
emulate a zero-shot scenario, we remove all relation-based, evaluation type, answer generation,
and wiki-based tasks from the training task set. The set of tasks used for training is presented
in Table 7. We evaluate on the full test sets for Dialfact, relation, and answer classification, and
sample 1000 instances for the rest of the tasks.

Setup and Baselines

We perform inference and evaluation on the 6 unseen tasks described in Section 7.5.1. We compare
the following models and baselines:
• BART0 and T0-3B - Models that form a base for our models, trained on a mixture of non-

dialogue general NLP tasks (described in Section 7.4.1).
• GPT-3 [Brown et al., 2020] - Davinci version of GPT-3 tested using our instruction set.
• DIAL-BART0 and DIAL-T0 - Our models described in Section 7.4.1.
• DB-Few - Few-shot version of DIAL-BART0. 100 random training set instances of the test

tasks are mixed with the instances of train tasks.
• DB-Full - Version of DIAL-BART0 where 5000 instances per test tasks are mixed with the

instances of the train tasks. This baseline serves as the upper bound for our models’ performance.
• FLANT5-zeroshot - Zero-shot version of 3 billion parameter FLANT5-large model [Wei et al.].
• FLANT5-tuned - Finetuned Version of 3 billion parameter FLANT5-large model [Wei et al.]

where 5000 instances per test tasks are mixed with the instances of the train tasks. This baseline
serves as the upper bound for our models’ performance.

We also experiment with the following ablations of DIAL-BART0:
• DB-no-base - Uses Bart-large instead of using the BART0 as the base model.
• DB-no-instr - Trained with no instructions or prompts. Task constraints and class options are

still specified. We specify the task name instead of instructions to help the model identify the
task.

• DB-no-nota - Trained without None-of-the-above from Section 7.3.5
• DB-no-meta - Trained without the meta tasks from Section 7.3.4
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Figure 7.4: Model’s performance on unseen tasks improves with the number of seen tasks
during training. We report average Accuracy across Eval Selection, Answer Selection, Relation
Classification, and Dialfact Classification, and average RougeL scores for Knowledge Grounded
Generation and Begins with Generation.

Results and Discussion

We present the results for zero-shot experiments in Table 7.1 and report the accuracy metric
for the Eval selection, Answer selection, Dialfact classification and Relation classification tasks.
For Begins with task, we report BLEU2, ROUGEL, and accuracy defined as the proportion of
responses that begins with the initial phrase provided. For Knowledge grounded generation we
report BLEU2, and ROUGEL metrics along with F1 as defined in [Dinan et al., 2019c]. For the
generation tasks we also report the automatic metric GRADE [Huang et al., 2020a] (which has
shown good correlation with human ratings on response coherence). For GPT-3 baseline we report
the metrics on 200 randomly sampled instances per task. We average scores obtained across the
instructions and prompts. We notice the following general trends in our results.
Instruction tuning on INSTRUCTDIAL improves performance on unseen dialogue tasks:
The DIAL-BART0 and DIAL-T0 models instruction tuned on INSTRUCTDIAL achieve better
performance on all tasks compared to their base models BART0 and T0-3B. Notably, for the Eval
selection, Relation classification and Begins with generation tasks, our models perform about 3
times better than the base models. Our model also performs significantly better than GPT-3 for all
tasks except for Dialfact classification. In the case of the Answer selection task, the difference
in performance is lower compared to other models since the baseline models are also trained on
similar extractive and multi-choice question answering tasks. Relation and Dialfact classification
are hard tasks for all models since there are no similar train tasks.
Larger models are not necessarily better across tasks: Experiments across varying model size
show that while T0-3B and DIAL-T0 perform better on the Eval selection and Answer Selection
tasks and perform equivalently on the Begins with generation task, BART0 and DIAL-BART0
perform better on the rest of the unseen tasks. While DIAL-T0 is better at classification tasks, it
has poor performance on generation compared to DIAL-BART0. We also observed that DIAL-T0
sometimes produces empty or repetitive outputs for generation tasks.
Few-shot training significantly improves performance: DB-Few model that incorporates
100 instances per test task in its training data shows significant improvements in performance
compared to its zero-shot counterpart DIAL-BART0. We see about 12-16% improvements on the
Eval selection, Answer selection, and Dialfact classification tasks, and 30-50% improvement on
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Model DSTC6 DSTC7 HUMOD TU PZ DZ CG PU DGU DGR FT EG FD Average
MAUDE [2020a] 0.115 0.045 0.112 0.136 0.360 0.120 0.304 0.306 0.192 -0.073 -0.11 -0.057 -0.285 0.090
GRADE [2020a] 0.121 0.332 0.612 0.176 0.583 0.532 0.571 0.329 0.596 0.254 0.048 0.300 0.106 0.351
USR [2020b] 0.166 0.249 0.34 0.291 0.496 0.363 0.487 0.140 0.353 0.066 0.055 0.268 0.084 0.258
FED [2020a] -0.082 -0.070 -0.077 -0.090 -0.232 -0.080 -0.137 -0.004 0.025 -0.009 0.173 0.005 0.178 -0.031
FlowScore [2021] 0.095 0.067 -0.049 0.068 0.202 -0.063 - 0.053 0.053 - -0.043 - -0.009 0.029
USL-H [2020] 0.180 0.261 0.53 0.319 0.409 0.385 0.452 0.493 0.481 0.09 0.115 0.237 0.202 0.320
QuestEval [2021] 0.089 0.222 0.217 0.104 0.32 0.22 0.344 0.106 0.243 -0.026 0.168 0.195 0.114 0.178
DEB [2020a] 0.214 0.351 0.649 0.123 0.579 0.486 0.504 0.351 0.579 0.363 0.044 0.395 0.141 0.367
DynaEval [2021] 0.252 0.066 0.112 -0.013 0.165 0.169 0.202 0.148 0.038 0.122 0.247 0.159 0.555 0.171
DialogRPT [2020] 0.162 0.255 0.198 0.118 0.114 0.067 0.158 -0.036 0.075 0.037 -0.249 0.203 -0.134 0.074
Ours (DIAL-T0) 0.553 0.451 0.582 0.446 0.651 0.601 0.498 0.376 0.634 0.286 0.263 0.475 0.228 0.465

Table 7.2: Spearman correlation of model predictions with human ratings. Bold and underlined
scores represent the evaluation sets on which our model performs the best and second best
respectively. We also present the macro average scores. TU, PU, PZ, DZ, CG, DGU, DGR,
EG, FT and FD are abbreviations for TopicalChat-USR, PersonaChat-USR [Mehri and Eske-
nazi, 2020b], PersonaChat-Zhao [Zhao et al., 2020a], DailyDialog-Zhao [Zhao et al., 2020a],
ConvAI2-GRADE [Huang et al., 2020a], DailyDialog-Gupta [Gupta et al., 2019], DailyDialog-
GRADE [Huang et al., 2020a], Empathetic-GRADE [Huang et al., 2020a], FED-Turn and
FED-Dial [Mehri and Eskenazi, 2020a]. DIAL-T0 is ranked the first or second best in the majority
of the evaluation sets.

the Begins with and Relation classification tasks.
Full-shot training can improve performance across multiple tasks: DB-Full model achieves
high performance across all test tasks. The full-shot performance of DIAL-BART0 on Dialfact
and relation classification tasks are near state-of-the-art performance without using the full train
datasets.
Meta tasks and NOTA are important for better generalization: We see a large performance
drop on unseen classification tasks when meta tasks (see Section 7.3.4) are removed. This
shows that meta tasks help the model develop better representations and understanding of natural
language instructions. DB-no-nota shows a slight performance drop in the classification task,
indicating NOTA objective is helpful, but not crucial for performance.
Pretraining on general NLP tasks helps dialogue instruction tuning: DB-no-base model
shows a high performance drop on Eval selection and Answer selection tasks, and a small drop
on other test tasks. We conclude that instruction tuning for general NLP tasks helps dialogue
instruction tuning.
Using instructions leads to better generalization: DB-no-instr shows worse performance than
DIAL-BART0 on all tasks, especially on Eval selection, Answer selection, and Relation classifica-
tion tasks. This indicates that training with instructions is crucial for zero-shot performance on
unseen tasks.
Training on more seen tasks improves generalization on unseen tasks: In Figure 7.4 we show
the impact of varying the number of seen tasks on the performance on unseen tasks. We adopt
the train-test task split from section 7.5.1. We observe that the performance improves sharply up
to 20-25 tasks and then further keeps steadily increasing with each new task. This indicates that
increasing the number of tasks can lead to better zero-shot generalization and that scaling to more
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tasks may lead to better instruction-tuned models.

Analysis

Sensitivity to instruction wording: To analyze the sensitivity of our models to instruction
wording, we breakdown the evaluation metrics per unique instruction used during inference for the
DIAL-BART0 model. The accuracy varies from 65.6-67.8 across instructions for Eval selection,
from 52.5 to 75.0 for Answer selection, 17.1 to 18.4 for Relation classification, 34.7 to 37.1 for
Dialfact classification, 49.8 to 62.3 for Begins with generation, and F1 score varies from 26.6
to 28.6 for Knowledge grounded generation. Thus, our model is moderately sensitive to the
instruction wording.
Errors in model outputs: We perform qualitative analysis of randomly sampled outputs of
the models. For classification tasks, a common error across all models is generating outputs
outside of the provided list of classes. This happens with GPT-3 for 20%, BART0 10% and
T0-3B 17.8% of the inputs, but for DIAL-BART0 and DIAL-T0 this occurs only for 2.5% and
4.8% of the inputs. Other possible but rare types of errors include copying the provided input
as output, early truncation of generated responses, and performing an unspecified task. Apart
from the unseen task set adopted for our experiments in section 7.5.1, we tried other seen-unseen
task configurations and found that both our models and baselines models cannot perform certain
tasks such as Infilling missing utterance, Recovery response generation, and Ends with response
generation in a zero-shot manner. However, the models could quickly learn these tasks when
trained on a few task instances.

In Table 4 of Appendix E.2 we provide a sample conversation, various instructions for that
conversation, and the outputs generated by DIAL-BART0 based on the specified instructions.

7.5.2 Zero-shot Automatic Response Evaluation

Development of automatic dialogue metrics that show high correlations with human judgements is
a challenging and crucial task for dialogue systems. Automated metrics such as BLEU [Papineni
et al., 2002b] and METEOR [Banerjee and Lavie, 2005] correlate poorly with human judgement
[Gupta et al., 2019]. In this experiment, we test our model’s zero-shot automatic evaluation
capabilities through the Eval Relevance task. We use the evaluation ratings released in the
DSTC-10 Automatic evaluation challenge [Chen et al., 2021b] that consists of 65,938 context-
response pairs along with corresponding human ratings aggregated across various evaluation
sets. We train a version of DIAL-T0 on tasks excluding any eval tasks (shown in Table 7).
Given a dialogue context and a candidate response, we instruct the model to predict “yes” if the
response is relevant to the context, otherwise predict “no”. We calculate the probability of “yes”
as p(yes) = p(yes)/(p(yes) + p(no)). We calculate the Spearman correlation of the model’s
prediction with human ratings for relevance provided in the DSTC-10 test sets, and present the
results in Table 7.2. We compare our model with reference-free models studied in Yeh et al.
[2021a]. DIAL-T0 is ranked the first or second in the majority of the evaluation datasets. Our
model learns coherence from the variety of tasks it is trained on and demonstrates great zero-shot
dialogue evaluation capabilities.
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Model Accuracy
ConvERT [Casanueva et al., 2020] 83.32
ConvERT + USE [Casanueva et al., 2020] 85.19
Example-Driven [Mehri and Eric, 2021] 85.95
PPTODbase [Su et al., 2022a] 82.81
PPTODlarge [Su et al., 2022a] 84.12
DIAL-BART0 (Ours) 84.30
BART0 (zero-shot) 14.72
DIAL-BART0 (Ours, zero-shot) 58.02

Table 7.3: Intent prediction accuracy on the BANKING77 corpus [Casanueva et al., 2020]. Models
in the first section of the table are trained in a few-shot setting with 10 instances per intent. Models
in the second section are tested in a zero-shot setting.

Model F1
CONVEX [HENDERSON AND VULIĆ, 2020] 5.2
COACH+TR [LIU ET AL., 2020B] 10.7
GENSF [MEHRI AND ESKENAZI, 2021] 19.5
DIAL-BART0 (Ours) 56.4

Table 7.4: Zero-shot slot filling results on the Restaurant8k corpus.

7.5.3 Zero-shot and Few-shot Dialogue Tasks
We test the zero-shot and few-shot abilities of our models on three important dialogue tasks: intent
prediction, slot filling, and dialogue state tracking.

Intent Prediction

Intent prediction is the task of predicting an intent class for a given utterance. We conduct few-shot
experiments on the Banking77 benchmark dataset [Casanueva et al., 2020] that contains 77 unique
intent classes. Models are trained on 10 instances per test intent class. We compare our model
DIAL-BART0 with Convert Models [Casanueva et al., 2020] that are Bert-based dual encoder
discriminative models and PPTOD [Su et al., 2022a], a model pre-trained on multiple task-oriented
dialogue datasets. For this experiment, DIAL-BART0 is pretrained on the training task mixture
from Section 7.5.1 that includes few intent detection datasets except for Banking77 dataset. The
results in Table 7.3 shows that our model is able to attain competitive performance in the few-shot
setting, without necessitating complex task-specific architectures or training methodology. It is
notable that DIAL-BART0 performs better than PPTOD which uses about about two times more
parameters and is trained similarly to our model using a Seq2Seq format. We also note that while
BART0 model struggles in zero-shot setting, DIAL-BART0 shows greatly improved performance.

Slot Filling

Slot filling is the problem of detecting slot values in a given utterance. We carry out zero-shot
experiments on the Restaurant8k corpus [Coope et al., 2020a] and few-shot experiments on the
DSTC8 dataset [Rastogi et al., 2020a], demonstrating significant performance gains over prior
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Domain GENSF DIAL-BART0 (Ours)
Buses 90.5 97.8
Events 91.2 94.3
Homes 93.7 96.5
Rental Cars 86.7 94.2

Table 7.5: Few-shot slot filling F1 scores on DSTC8 data.

Model 1% data 5% data
PPTODbase 29.7 40.2
DIAL-BART0 (Ours) 29.2 38.1

Table 7.6: Joint goal accuracy for dialogue state tracking in few-shot setting on 1% and 5% data
of Multiwoz.

work. In the zero-shot experiments, the training set includes several slot filling datasets except for
the Restaurant8k dataset used for testing. Table 7.4 shows that our approach attains a 36.9 point
improvement in zero-shot slot filling. This result especially highlights the efficacy of instruction
tuning at leveraging large-scale pretrained language models to generalize to unseen tasks. The
few-shot slot filling experiments on the DSTC8 datasets span four domains - buses, events, homes,
rental cars and involves training on 25% of the training dataset. The set of tasks used for training
the model are presented in Table 7. We see significant improvement compared to the baseline in
the few-shot setting on the DSTC8 benchmark in Table 7.5.

Dialogue State Tracking

We evaluate our model on the dialogue state tracking task which involves filling in values of
pre-defined slots. We adopt the experimental setup from PPTOD [Su et al., 2022b], and conduct
few-shot experiments on MultiWOZ 2.0 [Budzianowski et al., 2018]. Similar to PPTOD, our
DIAL-BART0 model is first pre-trained on 7 datasets: KVRET [Eric et al., 2017], WOZ [Mrkšić
et al., 2017], CamRest676 [Wen et al., 2017], MSR-E2E [Li et al., 2018], Frames [El Asri et al.,
2017], TaskMaster [Byrne et al., 2019], Schema-Guided [Rastogi et al., 2020b] along with other
non-related dialogue tasks. We then train on 1% and 5% splits of MultiWOZ for 40 epochs with a
learning rate of 5e− 5. In Table 7.6 we present few-shot dialogue state tracking results on the
MultiWOZ test set. We find that our model obtains 29.2 and 38.1 joint goal accuracy on the 1%
and 5% training data splits, respectively. Our results demonstrate that our model performs well on
few-shot dialogue state tracking, and achieves competitive results against PPTOD which is twice
the size of our model.

7.6 Conclusion
We propose INSTRUCTDIAL, an instruction tuning framework for dialogue, which contains
multiple dialogue tasks created from openly available dialogue datasets. We also propose two
meta-tasks to encourage the model to pay attention to instructions. Our results show that models
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trained on INSTRUCTDIAL achieve good zero-shot performance on unseen tasks (e.g., dialogue
evaluation) and good few-shot performance on dialogue tasks (e.g., intent prediction, slot filling).
We perform ablation studies showing the impact of using an instruction tuned base model,
model size/type, increasing the number of tasks, and incorporating our proposed meta tasks.
Our experiments reveal that instruction tuning does not benefit all unseen test tasks and that
improvements can be made in instruction wording invariance and task interference. We hope that
INSTRUCTDIAL will facilitate further progress on instruction-tuning systems for dialogue tasks.

7.7 Limitations

Our work is the first to explore instruction tuning for dialogue and establishes baseline performance
for a variety of dialogue tasks. However, there is room for improvements in the following aspects:
1) Unlike a few prior works, the instructions and prompts used in this work are not crowdsourced
and are limited in number. Furthermore, our instructions and tasks are only specified in the
English language. Future work may look into either crowdsourcing or automatic methods for
augmenting the set of instructions in terms of both language diversity as well as quantity. 2)
Instruction tuning does not show significant improvements in zero-shot setting on a few tasks
such as relation classification and infilling missing utterances in our experiments. Future work
can look into investigating why certain tasks are more challenging than others for zero-shot
generalization. Furthermore, zero-shot performance of our models on many tasks is still far from
the few-shot and full-shot performance on those tasks. We hope that INSTRUCTDIAL can be
lead to further investigations and improvements in this area. 3) We observed a few instances of
task interference in our experiments. For example, the set of tasks used for zero-shot automatic
response evaluation as mentioned in Table 7 is different and smaller from the set of tasks used
in our main experiments in Section 7.5.1. We found that incorporating a few additional tasks
lead to a reduction in the performance on zero-shot automatic response evaluation. Furthermore,
training on multiple tasks can lead to task forgetting. To address these issues, future work can
take inspiration from work related to negative task interference Wang et al. [2020b], Larson and
Leach [2022], transferability Vu et al. [2020], Wu et al. [2020b], Xing et al. [2022] and lifelong
learning Wang et al. [2020c]. 4) Our models are sensitive to the wording of the instructions,
especially in zero-shot settings as discussed in Section 7.5.1. Improving insensitivity to prompts
and instructions is an important future research direction. 5) Our work does not explore in-context
few-shot learning through examples as the prompt length can go beyond models’ maximum input
length. It also does not study the composition of multiple tasks through instructions. Both these
aspects warrant further investigations. 6) INSTRUCTDIAL includes only text based tasks, and
future work may look into incorporating datasets with other modalities such as vision and audio.

7.8 Ethics and Broader Impact

Broader Impact and applications: Our framework leverages instruction tuning on multiple
dialogue tasks, allowing multiple functionalities to be quickly implemented and evaluated in
dialogue systems. For example, tasks pertaining to both task-oriented dialogue tasks, such as
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slot detection and domain-specific tasks such as emotion detection can be added and evaluated
against state-of-the-art dialogue systems. This enables users to diagnose their models on different
tasks and expand the abilities of multi-faceted dialogue systems, which can lead to richer user
interactions across a wide range of applications. Our framework allows training models below
billion parameter range, making them more accessible to the research community.
Potential biases: Current conversational systems suffer from several limitations, and lack empathy,
morality, discretion, and factual correctness. Biases may exist across datasets used in this work
and those biases can propagate during inference into the unseen tasks. Few-shot and zero-shot
methods are easier to train, and their use can lead to a further increase of both the benefits and risks
of models. To mitigate some of those risks, we have included tasks and datasets in our framework
that encourage safety such as ToxiChat for toxic response classification task and SaFeRDialogues
for recovery response generation task, and that improve empathy such as EmpatheticDialogues
for empathy.
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Chapter 8

Dialguide: Aligning Dialogue Model
Behavior with Developer Guidelines

In the previous chapters, we explored control mechanisms such as exemplars, target sentences
and instructions to guide the response generation process towards developer agenda and make
them safe for deployment. The aim of this part of the thesis is to develop techniques to develop a
post deployment mechanism to steer the model towards desired behavior and fix unwanted model
behavior. Lets say you train a very capable language or dialogue model and make it as safe as
possible before deployment by training on clean data and adding checks for toxicity. But there
could always be scenarios a model can encounter which the developer has not planned for. For
example, in this conversation, it is possible that the model has not seen any training data to handle
this toxic context, and the toxicity filter may also fail on it. Now your model is already deployed,
how can we fix or patch it at deployment time and do it quickly? Maybe we can train with more
data through supervised learning or reinforcement learning? But that is a time consuming process,
as you need to carefully collect data and fine tune the model. Also fixing this issue through
training can break the model on other related scenarios. Therefore, we need a mechanism that
is easy to apply, is reliable, allows natural control and doesnt require training. To fix the issues
mentioned, we propose a new approach for controlling dialogue system behavior, called Dialguide.
Where we can Adjust model behavior using natural language guidelines from developers

We introduce DIALGUIDE [Gupta et al., 2022d], a novel framework for controlling dialogue
model behavior using natural language rules, or guidelines. These guidelines provide information
about the context they are applicable to and what should be included in the response, allowing
the models to be more closely aligned with the developer’s expectations and intent. We evaluate
DIALGUIDE on three tasks in open-domain dialogue response generation: guideline selection,
response generation, and response entailment verification. Our dataset contains 10,737 positive
and 15,467 negative dialogue context-response-guideline triplets across two domains – chit-chat
and safety. We provide baseline models for the tasks and benchmark their performance. Our
results demonstrate that DIALGUIDE is effective in producing safe and engaging responses that
follow developer guidelines. 1

1Code and data available at https://github.com/alexa/dial-guide
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Figure 8.1: Task setup - First, for a conversational context, the model selects context relevant
guidelines (Guideline A and C in the example) in Task 1. Then the model either generates a
response using one of the selected guidelines (Guideline A) in Task 2 or checks whether response
candidates follow the guideline in Task 3.

8.1 Introduction
Current open-domain dialogue models such as DialoGPT [Zhang et al., 2020c], Blenderbot [Roller
et al., 2021a], and PLATO [Bao et al., 2021] have shown the ability to generate fluent and
interesting responses. However, they are generally difficult to control and require large datasets to
re-purpose them for a new task or domain. On the other hand, deployed conversational systems
generally rely on handcrafted rules and templates [Tesauro et al., 2013, Ralston et al., 2019,
Juraska et al., 2021, Konrád et al., 2021, Chi et al., 2022]. Such systems allow for more control
over responses and produce interesting, high quality responses, yet they are rigid and have poor
coverage due to the difficulty of writing responses for every situation.

We propose a new framework, DIALGUIDE, to control dialogue response generation using
natural language rules, which we call guidelines. A guideline consists of an “if x” condition part
specifying the context it is relevant to, and a “then y” action part that specifies what the response
should contain. Figure 8.1 presents an overview of our framework. We use a retrieve-then-infer
process to retrieve guidelines relevant to the context and then use one of them to either generate
or verify a response candidate.

Using guidelines is beneficial since they can be added, removed, or edited at any point.
Developers can create guidelines as a control mechanism to drive system actions toward predefined
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agendas, generate more engaging responses, and fix common problems in system outputs such
as the generation of toxic responses. Guidelines are natural for control and updating them does
not require retraining the model. This makes it easy for developers or model users to assert their
principles in the outputs of the model with minimal effort. Compared to traditional rule-based
methods, our proposed framework has more flexibility, as the guidelines can be more abstract
and not as rigid as regex-based rules, effectively combining the power of large language models
through their understanding of natural language instructions.

In the DIALGUIDE framework2, we benchmark three tasks: 1) Guideline selection, where
a model needs to retrieve context-relevant guidelines, 2) Response generation, where a model
generates a response that follows a selected guideline, and 3) Response entailment verification,
where the model determines whether a response follows or violates a guideline. We augment
conversations from existing dialogue datasets – Blended Skills talk [Smith et al., 2020] and
ProsocialDialog [Kim et al., 2022a] by collecting annotations of 1) relevant/irrelevant guidelines
to the conversation context and 2) responses following/violating the guideline. To test the models’
semantic understanding, we also create adversarial train and test sets. We establish benchmark
performance on these tasks and show that models tuned on our data can generate better controlled
and coherent responses. Although the dataset is medium-sized, few-shot based models enable
generalization to new guidelines and contexts. We also demonstrate our framework’s effectiveness
in the dialogue safety domain, generating safe and engaging responses.

8.2 Related Work

Controlling Dialogue Systems has been a focus of research to generate engaging responses [Ghaz-
arian et al., 2021a], prevent toxic content and biases [Dinan et al., 2020, Xu et al., 2021b], steer
the conversation towards specific keywords or topics [Tang et al., 2019a, Gupta et al., 2022a], and
ground responses in background knowledge such as persona [Song et al., 2019], emotions [Zhong
et al., 2019], or documents [Zhao et al., 2020b, Li et al., 2022b]. Many approaches train models on
discrete labels or control codes, but this can be inflexible and requires retraining to incorporate new
labels. While neural dialogue models are the mainstream in research, chatbots in deployment often
still rely on handcrafted rules [Suendermann et al., 2009, Liu and Mei, 2020] and templates [Reiter
et al., 2005, McRoy et al., 2003] due to the ease of update and ability to generate high quality,
controllable responses. There has also been progress in using natural language prompts and
instructions to control models [Gupta et al., 2022c, Mi et al., 2022b, Chung et al., 2022], but
our work extends this by providing fine-grained semantic control through guidelines over open
domain response generation.

Fixing Models through Intervention Some recent work has explored editing models by comput-
ing targeted changes in the model’s parameters [Sinitsin et al., 2020, Hase et al., 2021, Mitchell
et al., 2021, Meng et al., 2022], while others have explored natural language feedback [Madaan
et al., 2022, Scheurer et al., 2022, Zeidler et al., 2022]. Our approach differs by showing that
guidelines can be used to ”patch” models by controlling their behavior over problematic contexts
and guiding the model toward the desired behavior, rather than modifying the model’s parameters.

2Code and data available at https://github.com/prakharguptaz/Instructdial
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Dialogue Safety is an important concern for conversational models, as they can generate harmful
content, exhibit social biases, and align themselves with offensive statements [Xu et al., 2021c,
Baheti et al., 2021b, Barikeri et al., 2021, Dinan et al., 2022]. Several approaches have been
proposed to address these issues, such as filtering unsafe text from training data [Xu et al.,
2021c, Ngo et al., 2021], using specialized decoding procedures for safer generation [Liu et al.,
2021a], and controlling language generation [Keskar et al., 2019b, Dathathri et al., 2020]. Other
approaches include strategies for responding to problematic contexts, such as steering away
from toxicity [Baheti et al., 2021b, Arora et al., 2022], using apologies [Ung et al., 2022], and
non-sequiturs [Xu et al., 2021c]. Our work is closely related to a study that proposed ProSocial
dialog, a dataset where speakers disagree with unethical and toxic contexts using safety labels
and social norms [Kim et al., 2022a]. Using guidelines allows for more fine-grained control by
specifying the contexts they are relevant to, and can provide more informative responses.
Response Entailment and Selection Response selection involves selecting a response from a
candidate set based on the context of a conversation or background knowledge [Lowe et al., 2017d,
Yuan et al., 2019, Gu et al., 2020b]. Response entailment [Welleck et al., 2019, Nie et al., 2021,
Gupta et al., 2022e] predicts whether a response entails a given premise. Our task design is similar,
as we determine the entailment of a candidate response based on a guideline. This can be applied
to response selection when multiple candidates are available and we need to select those that align
with a given guideline.

8.3 Proposed Task and Data collection
DIALGUIDE consists of the following tasks:

• Guideline retrieval: Retrieve the most appropriate guidelines relevant to the context.
• Response generation: Generate a response that follows the specified guideline.
• Response entailment verification: Infer whether a response follows or entails the guideline

or not.
At test time, a model first retrieves a guideline most relevant to the context. Then, a model

either generates a response based on the guideline(s) or checks whether a response follows the
guideline(s).

We collected two datasets for DIALGUIDE. For DIALGUIDE-BST, we augment conversations
from the BlendedSkillTalk [Smith et al., 2020] (BST) dataset. We use the Amazon Mechanical
Turk platform to collect annotations for the three tasks mentioned above. We use Blender-
bot [Roller et al., 2021a] to generate 3 additional responses for each context, creating a set of four
responses including the original response from the dataset, denoted as Rb, which is used in tasks
A) and C) below. DIALGUIDE-SAFETY consists of data for the safety domain, where we augment
conversations from the ProsocialDialog [Kim et al., 2022a] dataset.
A) Guideline writing task. We collect annotations in the form of triplets C, g, rcg, where C is the
dialogue context, g is a guideline that describes the context and the content of the responses, and
rcg is a response that is coherent with the context and follows the guideline. The annotations are
collected using two mechanisms: In mechanism 1, annotators are shown a dialogue context and
a response and are asked to write a guideline such that the provided response can be generated
based on the guideline. The response shown is selected from Rb (either the original dataset or the
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set of automatically generated responses) with equal probability. In Figure 5 of Appendix F.4, we
show the annotation interface for mechanism 1. In mechanism 2, annotators are shown a dialogue
context and are asked to write a guideline and then a response that follows the guideline. To aid
the annotators, we provide hints in the form of a small set of possible guideline phrases such as
”ask a question about x” and ”give a reason for doing x.” Workers are provided with multiple good
and bad examples and are encouraged to use abstract concepts in the guidelines to generalize to
novel contexts. For example, using ”learning a musical instrument” instead of ”learning piano” in
the condition generalizes the guideline to any musical instrument.

While in Mechanism 1 annotators do not need to write responses, we notice that the written
guidelines can be specific to the context and response. Mechanism 2, on the other hand, yields
more abstract guidelines due to the use of guideline phrase hints. The set of context-guideline-
response instances collected from this task is denoted as Gann.
B) Guideline relevance annotation task. For a given context C, workers are presented with a
set of guidelines Gc = (g1, g2, ..gk) (only the condition part), and are asked to annotate which
guidelines are relevant to the context. The annotation interface is displayed in Figure 6. We
collect three annotations per context-guideline pair (inter-annotator agreement of Krippendoff’s
alpha 0.67), and the majority label is chosen. To generate the guideline candidates, we first train
a guideline generation model Mg using the InstructDial model [Gupta et al., 2022c], which is
instruction tuned for the guideline generation task. The model is trained on a pair of contexts and
responses using annotations from the guideline writing task. Using Mg, a large set of synthetic
guidelines GBST is generated, conditioned on the contexts and responses from the BST train
dataset. For each context C, the set of guidelines Gc is created by retrieving the top 5 highest
scored guidelines from BM25 as well as from DPR [Karpukhin et al., 2020b] using context-
guideline similarity. The DPR model is trained using the context-guideline pairs from GBST . The
guideline set Gc for context C is thus composed of 10 guidelines, where we replace a randomly
selected retrieved guideline with the gold guideline from Gann written by the human annotators.
C) Response entailment verification task. Given the context C, the guideline (created from A –
the guideline writing task), and the response set Rb, annotators are asked to mark whether each
response candidate follows the guideline. Because of the design of the guideline writing task,
at least one of the responses in Rb would be entailed since either the guideline is written based
on a response (mechanism 1) or the response is written based on the guideline (mechanism 2).
The annotation interface is shown in Figure 7. Three annotations are collected per instance (a
tuple of dialogue context, guideline, and a response), and the majority label is chosen with an
inter-annotator agreement of Krippendoff’s alpha 0.68.
D) Adversarial negative response writing. Annotators were provided with a guideline g and a
response r that follows the guideline and then asked to minimally edit r so that the new response
r′ violates g. These adversarial responses are designed to test the model’s robustness and ability
to handle responses that are semantically and lexically similar to the guideline, but still do not
follow it. The annotation interface is shown in Figure 8.

Data Statistics and Quality. DIALGUIDE-BST is annotated using tasks A), B), C), and D)
and DIALGUIDE-SAFETY is annotated using only tasks A) and B). Tables 8.1 and 8.2 show the
dataset statistics. ”Response generation” is from task A, ”Guideline retrieval” is from task B, and
”Response entailment verification” is from tasks C and D. Both datasets are augmented using
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Task and type Train Valid Test

Response generation 5636 1438 1507
Guideline retrieval 27980 10040 10110
- Positive guidelines 8868 3038 3073
- Hard negative guidelines 19112 7002 7037
Response entailment verification 14689 4406 4962
- Positive responses 5636 1438 1507
- Negative responses 7770 2518 2465
- Adversarial negative responses 1283 450 990

Table 8.1: DIALGUIDE-BST dataset stats

Task and type Train Valid Test

Response generation 1381 396 379
Guideline retrieval 13890 3960 3790
- Positive guidelines 3252 649 685
- Hard negative guidelines 10638 3311 3105

Table 8.2: DIALGUIDE-SAFETY dataset stats

random instances from the original datasets’ train, validation, and test sets. We conducted human
evaluations to measure dataset quality. For 200 randomly selected context-guideline-response
triplets, annotators rated 96% of the guidelines as sensible, 96% of responses as sensible, 97% of
guidelines as relevant to the context, and 95% of responses as entailing the guideline.

Model MAP@1 MAP@3 MRR MDCG@3 Recall@3 Recall@5
BM25 12.9 23.4 52.7 25.0 30.8 45.6
DPR (silver) 29.8 52.6 83.4 70.0 58.3 77.1
DPR (silver+ann) 31.7 59.4 86.9 76.9 66.0 83.2
Rerank-deberta (silver) 30.2 56.6 83.9 73.6 63.5 83.5
Rerank-deberta (ann) 34.6 71.4 91.1 87.7 78.0 93.9
Rerank-deberta (silver+ann) 37.5 73.7 94.1 89.6 78.1 94.5

Table 8.3: Guideline retrieval results. Re-ranking models perform better than DPR. The model
trained on the combined set of silver and human annotated guidelines performs the best.

8.4 Experiments and Results

In this section we discuss the experimental setup and results for the three tasks in DIALGUIDE

setup.
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Normal test set Adversarial test set

Model F1 (yes) F1 (no) Macro F1 Acc F1 (yes) F1 (no) Macro F1 Acc
Token-overlap 47.4 63.8 55.6 57.1 40.5 63.3 51.9 54.6
DNLI 38.0 64.2 51.5 53.2 36.1 67.8 54.2 57.4
DialT0-Zeroshot 59.5 39.5 30.3 49.0 50.7 29.0 26.6 41.8
Roberta-Large 80.8 89.1 84.9 86.1 73.8 87.8 81.5 83.3
BSTGuide-T5XL 87.2 92.2 89.7 90.3 80.8 90.6 85.7 87.4
BSTGuide-NoAdv 87.4 92.6 90.0 90.7 79.0 89.8 84.3 86.2
BSTGuide 87.7 92.6 90.2 90.8 83.0 92.0 87.5 89.2

Table 8.4: Guideline-based response entailment verification results. The model trained on the
annotated dataset performs well. Training on the adversarial set improves performance on the
adversarial test set without reducing performance on the normal test set.

8.4.1 Guideline Retrieval

Setup and Baselines

The task is to retrieve the most relevant guidelines for a given context, C. Gc, the set of guidelines
for a context, has 10 guidelines and binary annotations indicating their relevance to the context. Gc

includes the gold human-written guideline and at least one relevant guideline. Only the condition
part of the guidelines is used. The train, dev, and test sets of DIALGUIDE-BST contain 2798,
1004 and 1011 contexts respectively. We report performance using standard retrieval metrics.

For training data, we use a) Human-annotated data: it consists of positive pairs of relevant
context and guidelines, easy negative pairs of irrelevant context and randomly selected guideline,
and hard negative pairs of guideline annotated as irrelevant to the context. b) Silver data: synthetic
data, GBST (discussed in Section 8.3 B) with no human annotations, consists of 33k pairs of
context and generated guidelines. Negative pairs are created from randomly selected contexts and
guidelines.

We experiment with the following methods.
• BM25: Measures overlap between the guideline and the context.
• DPR [Karpukhin et al., 2020b] (silver): The base DPR model is a Bert-base [Devlin et al., 2019]

bi-encoder model trained on Natural Questions dataset. We fine-tune it on silver data.
• DPR (silver+ann): DPR model fine-tuned on both silver and human annotated pairs.
• Rerank-deberta (silver): Deberta-base [He et al., 2020] based classification model trained using

the silver guideline-context pairs.
• Rerank-deberta (ann): Deberta model trained only on human annotated guidelines.
• Rerank-deberta (silver+ann): Deberta model trained on both silver and human annotated pairs.

Results

Table 8.3 shows that BM25 performs poorly, indicating that simple word-based prediction does
not work on this task, while DPR and Deberta models trained with human-annotated data perform
the best. Models trained on silver data also show reasonable performance. Deberta performs
better than DPR and BM25, and the model trained with a combination of human-annotated and
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silver data performs better than the one trained with only human guidelines, indicating data
augmentation benefits the task. Our best model has a Recall@3 of 78%, making it suitable for
practical use.

8.4.2 Response Entailment Verification

Setup and Baselines

This is a binary classification task to predict whether a response follows the provided guideline.
We experiment on the train, dev and test sets of DIALGUIDE-BST with 14689, 4406 and 4962
context-response pairs, as shown in Table 8.1. Two settings are used: 1) Normal, where we
only use the Positive and Negative instances, and 2) Adversarial, which additionally consists of
adversarial negative responses (described in Section 8.3). We report the F1 scores per class, macro
F1 and accuracy. We explore the following models and baselines:
• Token-overlap: Measures token level overlap between the guideline and the response after

stop-word removal. A threshold (tuned using the dev set) is used for classification.
• DNLI [Welleck et al., 2019]: A Bert model trained on the Dialogue NLI task.
• Roberta-Large: A Roberta [Liu et al., 2019] based classification model.
• DialT0-Zeroshot: An instruction based model pre-trained on multiple dialogue tasks from

Instructdial [Gupta et al., 2022c] tested in a zero-shot setting. It uses T5 [Raffel et al., 2020b]
architecture and contains 3 billion parameters.

• BSTGuide-T5XL: A T5-XL model fine-tuned on positive, negative, as well as adversarial
negative examples from the train set.

• BSTGuide-NoAdv: DialT0 fine-tuned on the positive and negative examples from the train set.
• BSTGuide: DialT0 model fine-tuned on the positive, negative, as well as adversarial negative

examples from the train set.
For all Dial* baselines, the guideline is concatenated to the dialogue context and the response

candidate, with an instruction to perform entailment.

Results

The results are shown in Table 8.4. Token-overlap and DNLI models perform poorly on the
task, indicating the need for models with capabilities beyond token-level overlap for semantic
similarity measures. DialT0 multi-task pretrained models also struggle in the zero-shot setting.
Our model BSTGuide shows the best performance, with 90.2 macro F1 score on the Normal test
set. Performance drops on the Adversarial test set (87.5 macro F1), confirming the difficulty of the
Adversarial test set. However, the performance drop is lower than on BSTGuide-NoAdv, which
was fine-tuned without adversarial examples, indicating that training on a few adversarial examples
improves robustness. Additionally, BSTGuide (base DialT0 model fine-tuned on DIALGUIDE)
performs better than BSTGuide-T5XL (base T5 model fine-tuned on DIALGUIDE), indicating
that the DialT0 model pretrained on multiple dialogue tasks serves as a better model for this task.
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8.4.3 Response Generation
Setup and Baselines

This task involves generating a response r that follows the provided guideline g and is coher-
ent to the dialogue context C. We experiment on the test set of DIALGUIDE-BST with 1507
context-guideline-response triples. For training we experiment with both DIALGUIDE-BST and
DIALGUIDE-SAFETY train sets. Most of our baseline models are instruction-tuned, and we feed
the following sequence as input to the models: an instruction to generate a response conditioned
on the guideline and the context, followed with the guideline and the dialogue context. We
consider the following methods and compare to Ref-responses (the reference or gold responses
from the data set).
• DialBart0-withguidelines: A Bart-large model pre-trained on Instructdial [Gupta et al., 2022c]

tested on zero-shot generation with guidelines.
• OPT30B-fewshot: OPT [Zhang et al., 2022b] 30B model prompted using 3 in-context examples.
• Bart-guideline-tuned: A Bart-large [Lewis et al., 2020] model fine-tuned on our train set.
• DIALGUIDE-tuned: DialBart0 fine-tuned on context-guideline-responses from our train set.
• BST-only: DialBart0 fine-tuned only on DIALGUIDE-BST and not on DIALGUIDE-SAFETY.
• No-guideline: A DialBart0 tuned on conversations without conditioning on guidelines.
• Multistep: DialBart0 tuned model – first generates a guideline conditioned on the context, then

generates the response.
• Ret-generate: Conditions on retrieved guidelines instead of gold guidelines during inference.
• Ret-robust: Above model additionally trained with noisy (randomly selected) guidelines for

20% of the data (more details in the next section).

Training and Evaluation Details

The Ret-generate model is trained the same as the DIALGUIDE-tuned model, but at test time we
retrieve the guidelines in two steps: first, we retrieve a large set of guidelines using BM25 + DPR
(100 from each) for faster inference, and then rerank these using the Rerank-Deberta (silver+ann)
model. The final guideline is selected randomly from the set of guidelines with a score greater
than 98% from the Deberta model. The Ret-robust model is a variation of Ret-generate where in
training, we randomly replace the gold guideline with a random guideline for 20% of the training
data, to make it more robust to incorrectly selected guidelines during inference (more details in
Appendix F.2). All models are trained using a batch size of 8 on 6 GPUs and dev set is used for
model selection.

For evaluation, we report Bleu-2,4 and RougeL scores based on reference responses. For
diversity we report distinct-1,2. We measure the similarity between the guideline and the response
using Bleu-2 and report it as Gd-Bleu-2. We use the response entailment model BSTGuide
to measure whether the response follows the guideline and we name the metric RS-entail. An
ideal model would have a high RS-entail and a low Gd-Bleu-2 score (to avoid copying the
guideline tokens). Coherence is measured using a Bert-large model trained on a combination of
conversations from the DEB dataset [Sai et al., 2020a] and BST and Prosocial dialogue, taking a
pair of context and response as input and predicting if the response is coherent. In addition, we
conducted human evaluation on Mturk platform (more details in Appendix F.4) on 100 randomly
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Model Bleu-2 Bleu-4 RougeL Gd-Bleu-2 ↓ Dist-1 Dist-2 RS-entail Coherence
Baselines and Our Models
DialBart0-withguidelines 5.1 0.9 14.9 13.3 93.8 91.0 61.0 89.1
OPT30B-fewshot 2.9 0.4 12.0 10.1 90.8 91.4 27.5 71.0
Bart-guideline-tuned 12.0 4.1 22.2 6.6 93.3 93.0 89.4 88.5
DIALGUIDE-tuned (Ours) 12.4 4.3 23.0 6.0 92.8 93.2 88.4 91.3
Ref responses 100.0 100.0 100.0 3.3 94.1 93.0 86.6 86.3
Model Variations of DialGuide-tuned model
BST-only 10.7 3.4 21.4 6.0 94.7 92.2 82.8 87.2
No-guideline 6.0 1.2 16.2 1.2 92.3 93.4 34.0 91.1
Multistep 5.5 1.1 15.6 2.5 92.3 92.7 81.6 87.9
Ret-generate 5.7 2.4 16.4 2.2 90.2 90.4 84.5 83.9
Ret-robust 7.0 1.7 17.0 3.1 92.9 93.0 79.0 86.9

Table 8.5: Response generation results on DIALGUIDE-BST data. We compare our model
DIALGUIDE-tuned with various zero-shot, few-shot and fine-tuned baselines.

Model Resp-quality Gd-quality Entailment
DialBart0 73.0 Gold 55.3
OPT30B-fewshot 72.3 Gold 53.7
Dialguide-tuned 94.0 Gold 93.3
Multistep 93.0 97.3 90.0
Ret-generate 90.3 95.3 90.0
Ret-robust 91.3 95.3 84.7
No-guideline 93.3 None None

Table 8.6: Response generation human evaluation results on DIALGUIDE-BST data. Gold and
None denote that gold and no guideline were used by the model.

selected test instances. They annotate if the response is coherent and sensible (Resp. quality), the
guideline’s quality (Gd-quality), and if the response follows the guideline (Entailment).

Results

Tables 8.5 and 8.6 show automatic and human evaluation results for the DIALGUIDE-BST test set.
The DialBart0-zeroshot model does not follow the guideline and copies tokens (high Gd-Bleu-2),
while the OPT30B-fewshot model underperforms fine-tuned models. The DIALGUIDE-tuned
model, trained on multiple dialogue tasks, performs slightly better than its Bart-guideline-tuned
version on most metrics and is better at response quality and coherence among all models. It
also performs better than BST-only, indicating that models can improve with more and diverse
data and guidelines. The No-guideline model is close to our model on coherence. However,
our model offers more control over the generation space. The Multistep model that generates
guidelines and responses, suffers a bit in quality but offers an interpretable generation approach.
The Ret-generate model that uses a retrieved guideline performs well but is slightly worse on
diversity, and the Ret-robust model that is trained to be robust to incorrectly retrieved guidelines
has better response quality, coherence, and diversity, but is slightly poorer on guideline entailment.
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Model Bleu-2 Bleu-4 RougeL Gd-Bleu-2 ↓ Dist-1 Dist-2 RS-entail Coherence Safety

DialBart0-noguideline 1.2 0.2 9.1 16.1 94.5 90.9 19.3 93.1 86.3
DialBart0-withguideline 3.0 0.3 12.1 15.6 92.6 93.6 72.3 82.8 91.7
DialBart-rot 8.5 1.5 17.4 14.2 86.0 94.8 61.7 96.0 92.2
OPT30B-fewshot 3.9 0.5 12.8 20.0 88.0 94.5 54.9 85.7 83.0
DIALGUIDE-tuned (Ours) 8.3 1.5 17.2 11.4 88.0 95.2 96.3 95.3 92.4
Ref-responses 100.0 100.0 100.0 4.5 88.2 95.2 93.9 91.6 90.7
Model Ablations for DialGuide model
No-guideline 7.3 1.0 16.1 3.6 85.4 95.4 47.0 94.9 92.2
Safety-only 9.1 1.6 18.1 11.6 87.3 95.3 96.0 93.4 92.8
BST-only 4.6 1.0 14.5 15.5 94.3 93.2 93.9 89.7 92.3

Table 8.7: Safe response generation results on DIALGUIDE-SAFETY data. We compare our model
DIALGUIDE-tuned with various zero-shot, few-shot and fine-tuned baselines.

Model Resp-quality Entailment Safety
DialBart0-nogd 68.3 - 83.0
DialBart0-withgd 65.0 56.7 89.3
OPT30B-fewshot 83.7 71.7 89.3
DialBart-rot 87.3 86.0 91.3
No-guideline 86.3 - 92.3
Dialguide-tuned 87.7 89.3 93.0

Table 8.8: Response generation human evaluation results on DIALGUIDE-SAFETY data.

This shows that adding noise to the training dataset can help the performance in a practical setting
with retrieved guidelines.

8.4.4 Dialogue Safety Experiments
Setup and Baselines

This task involves generating a safe response r based on a guideline g that is coherent to the
dialogue context C. We experiment on the test set of DIALGUIDE-SAFETY with 379 context-
guidelines-response triples and use its dev set for model selection. The guidelines considered for
testing belong exclusively to the DIALGUIDE-SAFETY data. We consider the following models:
• DialBart0-noguideline: A Bart-large model pre-trained on Instructdial [Gupta et al., 2022c] and

tested on zero-shot generation without guidelines.
• DialBart0-withguideline: A Bart-large model pre-trained on Instructdial [Gupta et al., 2022c]

and tested on zero-shot generation with guidelines.
• DialBart-rot: DialBart0 tuned on RoTs [Kim et al., 2022b] with a comparable count of instances.
• OPT30B-fewshot: OPT 30B model prompted using 3 in-context examples.
• DIALGUIDE-tuned (Ours): Dialbart0 fine-tuned on a mixture of BST and safety guidelines data.
• No-guideline: Dialbart0 model fine-tuned on safety data without guidelines.
• BST-Only: Dialbart0 fine-tuned on DIALGUIDE-BST dataset, without using safety data.
• Safety-only: Dialbart0 fine-tuned on only safety guideline data.
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For the safety domain, we also include a Safety metric that scores whether a response is safe.
The safety classifier is a Deberta-large classifier trained on the BAD (Bot Adversarial Dialogue)
dataset [Xu et al., 2021b], which consists of dialogue safety data and labels collected through an
adversarial human-and-model-in-the-loop framework. We conducted human evaluation on the
Mturk platform on 100 randomly selected test instances (more details in Appendix F.4). Workers
annotated whether the response is coherent and sensible (Resp-quality), whether the response
follows the guideline (Entailment), and whether the response is safe (Safety).

Results

Tables 8.7 and 8.8 show automatic and human evaluation results. DialBart0-noguideline, which
performs zero-shot generation without a guideline, performs poorly on safety. DialBart0-
withguideline, which conditions on guidelines in a zero-shot setting, improves safety by 5%
in automatic and 6% in human evaluation. The OPT30B-fewshot model generates guideline-
conditioned responses, but performs poorly in terms of safety and coherence compared to other
baselines. The Dialbart-rot baseline, which uses RoTs or rules of thumbs (such as “it is bad to be
racist”), performs similarly to DIALGUIDE-tuned on safety. However, ROTs do not contain the
“if condition”, thus making selection of relevant ROTs harder at test time. In addition, RoTs are
often very generic which leads to poor control, as evident by the lower entailment scores. Human
evaluation shows that DIALGUIDE-tuned outperforms all other baselines on all three criteria.

We perform ablation experiments with our model. The No-guidelines baseline, which is trained
on safety data without guidelines or RoTs, can generate safe responses but it lacks control, whereas
DIALGUIDE-tuned can generate safe responses based on the developers’ agenda. Although the
Safety-only baseline trained exclusively on DIALGUIDE-SAFETY performs better than BST-only,
the performance of BST-only is close, which implies that a model that uses guidelines can perform
well on cross-domain settings.

8.5 Qualitative Analysis

In Table 9 (Appendix F.3), we show sample inputs, guidelines, and outputs for the Response
generation experiment for DIALGUIDE-BST. In the top example, DialGuide-tuned and gold
response elaborate on the guideline, while OPT30B-fewshot produces a less interesting response.
The multistep baseline’s generated guideline and response focus on the topic of news channels and
the retrieval baselines’ responses follow the retrieved guideline and are coherent. In the bottom
example, the gold guideline provides a response related to the speaker’s previous friendships.
DialGuide-tuned’s output follows the gold guideline similar to the gold response, but the OPT30B-
fewshot model output is unrelated and instead expresses a desire to have friends. The multistep
baseline generates a guideline and response that focuses on parenting, while the Ret-generate
response focuses too much on the provided guideline and is somewhat incoherent; Ret-robust is
able to incorporate both the context and guideline.

In Table 10 (Appendix F.3), we show examples for DIALGUIDE-SAFETY. DialGuide-tuned
follows the guideline and generates safe responses, while DialBart0-noguideline generates generic
responses. The No-guideline model, which is trained on safety response data without guidelines,
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generates safe responses but inferior to the DialGuide-tuned responses. The RoT based responses
are more generic and less specific than DialGuide-tuned responses.

Overall, the model outputs show a range of quality, with some following the gold guideline
more closely than others. Although DialGuide-tuned has the best performance in both results and
qualitative analysis and forms a performance upper-bound using the gold guidelines, the retrieval
baselines also show good performance and are more practical, as systems need to retrieve relevant
guidelines at test time. The Multistep baseline is also useful in scenarios where no good guideline
is available, as the model can first generate a guideline on how it is going to respond and then
generate the response.

8.6 Conclusion

DialGuide framework and dataset provide a solution for controlling dialogue model behavior using
natural language rules, or guidelines. Through the three tasks of guideline selection, response
generation, and response entailment verification, DialGuide aims to enable better control of
dialogue models and improve their trustworthiness and real-world use. We evaluate DialGuide on
two domains, chit-chat and safety, and provide baseline models and benchmark performance for
these tasks. Models trained on DialGuide data generate coherent, diverse, and safe responses that
generalize well to new guidelines and contexts.

8.7 Limitations

Our work explores aligning and controlling dialogue models toward developer-defined natural
language guidelines. There is room for improvement in the following aspects: DialGuide may
not be able to handle very complex or nuanced guidelines. For example, it may struggle to
interpret guidelines that contain multiple conditions or that require a high level of common sense
or domain knowledge. The performance of DialGuide may depend on the quality and clarity of the
guidelines it is provided with. If the guidelines are poorly written or ambiguous, the system may
struggle to interpret them correctly and generate appropriate responses. DialGuide may be less
effective in domains where the appropriate response is more subjective or open to interpretation.
For example, in a customer service context, it may be difficult to define clear guidelines for
handling every possible customer request or complaint. DialGuide may not be suitable for use
in all types of dialogue systems. For example, it may be less effective in systems that require
more flexibility or creativity in generating responses. DialGuide may be more resource-intensive
than other approaches to dialogue modeling, as it requires the additional step of matching a
generated response with a set of guidelines or generating a guideline. Our work is an initial step
in controlling dialogue models through guidelines and aligning them with a developer agenda.
Future work can explore DialGuide for new applications and domains, such as task-oriented
settings. Since response selection and generation can suffer from semantic overlap biases with the
guidelines, better pretraining and incorporating commonsense knowledge should be able to help.
Future work may also incorporate more complex and logical “if” condition matching.
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Ethics
The choice of guidelines for a particular dialogue system will depend on the intended use and
goals of the system, as well as the preferences and values of the developers and stakeholders.
There is a risk that the selection of guidelines may be influenced by human biases or subjective
judgments of the developers or stakeholders.

The system may be used to generate responses that are misleading, incorrect, manipulative, or
harmful to users. For example, the system could be used to generate responses that exploit users’
vulnerabilities or manipulate their emotions for commercial or political gain. The system may be
used to collect sensitive or personal information about users, which could raise privacy concerns
if this information is not handled appropriately. Careful regulation and oversight are needed to
mitigate ill use of the system.
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Chapter 9

Conclusion

This thesis addresses the challenges and limitations associated with the deployment of neural
dialogue models in real-world applications. Despite the remarkable success of dialogue systems
fueled by large corpora and advanced neural architectures, their black-box nature and increased
complexity make them susceptible to unknown failure modes that often emerge post-deployment.
Furthermore, the wide range of inputs dialogue systems encounter adds to the difficulty of
predicting their performance in various contexts. As a result, adopting neural dialogue models for
practical tasks remains a challenging endeavor, mainly due to issues related to evaluation, control,
and safety.

The first aspect tackled in this thesis pertains to the development of robust evaluation and
ranking algorithms for dialogue response generation. By incorporating multiple references and
leveraging automatically generated adversarial responses, techniques are proposed to enhance
the reliability of evaluation models. This enables more accurate assessment of dialogue system
performance and provides a basis for identifying areas of improvement. The second part of
this thesis focuses on providing developers with flexible, intuitive, and interpretable means of
controlling the dialogue generation process. Through the utilization of templates, examples, and
instructions, developers can guide the system towards generating responses that align with the
intended goals and tasks. This enhances the system’s reliability by ensuring that it produces
contextually appropriate and purposeful responses. Finally, to address safety concerns, this thesis
proposes mechanisms to prevent the generation of offensive or factually incorrect responses using
guidelines and proposes a fact-checking framework to counter the spread of misinformation
through conversations.

In summary, this thesis contributes to the field of dialogue systems by offering solutions
in the development of robust evaluation models, fine-grained control mechanisms, and safety
measures, thus addressing critical challenges in deploying neural dialogue models for real-world
applications. The proposed techniques provide a pathway for creating dialogue systems that are
more trustworthy, interpretable, and aligned with user expectations. As dialogue systems continue
to evolve, these advancements will play a crucial role in enabling their widespread adoption in
various domains and improving the overall user experience.

The subsequent sections will provide a concise overview of the detailed research conducted
in this thesis, emphasizing the contributions made and outlining potential avenues for future
exploration.
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9.1 Summary of Key Contributions

• Chapter 2 Multi-Reference Evaluation - demonstrates the effectiveness of multi-reference
evaluation in mitigating the shortcomings of automatic evaluation in open-domain dialogue
systems. By augmenting the test set with multiple references, we improve the correlation
between automatic metrics and human judgment for both the quality and diversity of
system output. This contributes to the development of robust automatic evaluation metrics,
addressing one aspect of dialogue system reliability.

• Chapter 3 Synthetic data augmentation based dialogue. It addresses the limitations of
dialogue evaluation and ranking models by making them more robust to spurious patterns
of content similarity. By incorporating adversarial negative training data, we enable these
models to learn features beyond content similarity, thereby improving development of
robust automatic evaluation metrics for response appropriateness and coherence.

• Chapter 4 Fact-Checking in Dialogue. We propose the task of fact-checking in dialogue and
introduce a dataset, DialFact, for evaluating dialogue models’ ability to verify claims using
evidence from Wikipedia. By addressing unique challenges such as handling colloquialisms
and coreferences, we improve fact-checking performance in dialogue. This contributes to
the development of dialogue safety mechanisms, ensuring that neural dialogue systems
provide accurate and reliable information.

• Chapter 5 Exemplar Conditioned Response Generation. Our model, EDGE, enables fine-
grained control over response generation by leveraging semantic frames of exemplar re-
sponses. This control mechanism allows the system to address discourse-level goals while
maintaining coherence and semantic meaning. This contributes to the development of
natural and effective dialogue response generation control mechanisms, improving the
reliability of dialogue systems in fulfilling specific objectives.

• Chapter 6 Target-Guided Response Generation. We propose a target-guided response
generation model that enables a smooth transition from a dialogue context to a target
sentence. By identifying bridging paths of commonsense knowledge, we facilitate controlled
generation towards specific targets. This contributes to the development of dialogue response
generation control mechanisms, allowing developers to steer conversations towards desired
agendas and achieve intended system behaviors.

• Chapter 7 Instruction Tuning Framework Instructdial provides a framework and collection of
datastes, tasks, and metrics for instruction tuning in dialogue, enabling models to generalize
across diverse dialogue tasks and datasets. This framework enhances control over system
conversations by ensuring adherence to instructions. This contributes to the development
of dialogue response generation control mechanisms, enabling dialogue systems to follow
developer intentions and achieve the desired system behaviors.

• Chapter 8 DialGuide introduces a framework and dataset for controlling dialogue model
behavior using natural language rules or guidelines. This framework allows models to align
closely with developer expectations and intent, promoting safe and engaging responses.
This contributes to safety, development and deployment of dialogue systems, preventing
unsafe or undesirable system behaviors at deployment time without the need of retraining.
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Overall, through these contributions, we address various aspects of reliability, including
response quality, control over generation, evaluation metrics, and dialogue safety. By improving
these aspects, we enhance the reliability of neural dialogue systems, ensuring that they operate
in the intended ways with reduced risk of failures, as specified by the application and domain
requirements.

9.2 Future Directions
Improving Pragmatic Capabilities of Language Models

LLMs such as GPT-3 have demonstrated impressive capabilities in tasks such as dialogue, text
generation, and question answering. However, these models still struggle with handling real-world
communication scenarios requiring contextual understanding and pragmatic reasoning. Future
work might explore the challenges and opportunities in improving the pragmatic capabilities
of language models. It involves exploring and understanding the importance of contextual
understanding, common pragmatic challenges faced by language models, and potential solutions
for improving their pragmatic capabilities. To illustrate the importance of improving pragmatic
capabilities, let’s consider the following example:

Context:
Person A and Person B are in a car. Person B is driving the car at a high speed.
It is dark outside and raining heavily.
Person A says: ”It is raining very hard.”
Semantic intent: Person A thinks the weather is bad.
Contextually inferred intent: Person A wants Person B to drive more safely.

In this example, the semantic intent of this utterance is straightforward: Person A thinks the
weather is bad. However, the contextually inferred intent goes beyond the surface meaning. In this
case, Person A’s utterance can be interpreted as a desire for Person B to drive more safely. This
example highlights the complexity of pragmatic understanding in natural language. It involves
considering the context, shared knowledge, and the speaker’s intentions to arrive at the intended
meaning. LLMs often struggle with such challenges, leading to misinterpretations or inadequate
responses in real-world scenarios.

Improving the pragmatic capabilities of LLMs is essential for enabling more accurate and
contextually appropriate language understanding. By enhancing their ability to recognize and
interpret cues such as sarcasm, irony, politeness, and indirect speech acts, LLMs can better align
their responses with the speaker’s intended meaning. This would not only enhance the overall
effectiveness and naturalness of dialogue systems but also reduce the risk of miscommunication
and improve the user experience. Future work can explore develop methods for understanding
concepts around implicit meanings, politeness, deniability, persuasiveness, deceit, sarcasm, irony,
humor, and metaphor.

Improving pragmatics in language models has the following challenges:
• Limited Pragmatic Information: The amount of written text with explicitly stated pragmatic

information is very limited. Additionally, there is a lack of communicative intent in the
available data [Sap et al., 2022].
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• Contextual Understanding: Language models often struggle with understanding the con-
text and background information necessary to interpret a given utterance in real-world
communication scenarios.

• Ambiguity and Vagueness: Natural language is often ambiguous and vague, making it
difficult for LMs to interpret and respond to certain types of utterances, especially those
requiring situational, physical, and social reasoning.

• Cultural and Social Nuances: Language models may lack knowledge of cultural and social
nuances, leading to misinterpretation or inappropriate responses in certain contexts. They
may also struggle with domain-specific language and knowledge.

Possible Directions:
• Pragmatic Understanding Benchmarks: Explore whether LLMs are sensitive to the speaker’s

intentions and beliefs when interpreting their utterances. For example, can they infer when
a speaker is being sarcastic or ironic based on the context and the speaker’s attitude to-
wards the topic? This direction involves developing and improving existing datasets and
benchmarks Hu et al. [2022] for evaluation.

• Effect of Model and Training Strategies: Investigate how different training strategies, such
as pre-training objectives, data augmentation, and curriculum learning, affect the pragmatic
understanding of LLMs. Identify optimal settings for training LLMs that exhibit more
human-like pragmatic reasoning. Examine how the size and complexity of LLMs affect their
pragmatic understanding. Explore the trade-offs between model efficiency and effectiveness
in NLP and identify points of diminishing returns.

• In-Context and Active Learning: To further enhance the pragmatic capabilities of LLMs,
it is crucial to utilize relevant examples that promote a deeper understanding of context.
By encouraging LLMs to consider alternate interpretations and explicitly think about the
speaker’s motivations, we can empower them to generate more contextually appropriate
responses. Active learning methods can be employed to selectively sample informative
instances that challenge LLMs’ current understanding, facilitating targeted improvement of
their pragmatic reasoning.

• Improving Training Data: One promising approach to enhancing pragmatic capabilities is
through the improvement of training data. By expanding the diversity of examples used to
train LLMs, we can expose them to a wider range of pragmatic phenomena. These examples
should be contextualized within real-world scenarios, such as conversations, narratives, or
news articles, enabling LLMs to grasp the situational and social cues that shape pragmatic
interpretation. This enriched training data will equip LLMs with a more comprehensive
understanding of language use in diverse contexts.

• Generating Alternate Interpretations and Responses: To foster a more nuanced and flexible
understanding of language, it is beneficial to encourage LLMs to generate multiple possible
interpretations and responses in response to a given utterance or context. By moving beyond
a single ”correct” answer, LLMs can explore the space of potential meanings and intentions.
This approach not only allows LLMs to develop a more sophisticated understanding of
language use but also empowers them to provide responses that align with a broader range
of interpretations.
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• Incorporating Theory of Mind Reasoning: Train LLMs to explicitly reason about the
motivations and goals of speakers and listeners, shaping their pragmatic interpretation of
language. By inferring intended meanings based on preferences, beliefs, emotions, and
social context, LLMs can generate more context-sensitive and persuasive language output,
catering to the specific needs of the interlocutors.

• Leveraging Multi-modal and Multi-party Data: To enrich LLMs’ pragmatic understanding,
leverage multi-modal data that incorporates visual, audio, and non-linguistic cues. Addi-
tionally, incorporate data involving multiple parties or perspectives, such as dialogue or
debate. This approach enables LLMs to integrate diverse sources of information and reason
about joint attention, intentionality, and common ground, leading to more comprehensive
and accurate language understanding.

• Defeasible Pragmatic Reasoning: Empower LLMs to improve their understanding of
complex situations by actively seeking additional context and information. By incorporating
defeasible reasoning, LLMs can strengthen or weaken their beliefs using additional evidence
and information, thereby enhancing their overall pragmatic reasoning and adapting to
dynamic conversational contexts.

• Adapting to User Feedback and Preferences: Train LLMs to adapt their language output
based on user feedback and preferences. By optimizing their communicative goals to align
with user-specific constraints, preferences, and context, LLMs can provide more tailored
and user-centric responses. This can be achieved through techniques such as training
on user-specific data or employing reinforcement learning methods to fine-tune language
generation based on user interactions.

Improving Models by Learning through Feedback and Interactions

This direction involves exploring the potential of leveraging feedback and interactions to enhance
the capabilities of language models beyond traditional paradigms of imitating static text. While
scaling up models has been an important aspect of progress, there are domains where acquiring
expert human annotations can be impractical or costly. Therefore, we aim to leverage the power
of feedback and interactions to improve both human and machine performance.

Humans naturally refine their learning, thinking, and actions through trial and error in an
interactive feedback loop. Recent advancements in NLP have shown that incorporating feedback
and interactions can significantly enhance the performance of models like ChatGPT and other
LLMs, which excel in multi-turn conversational capabilities. In our proposed approach, a model
can interact with a teacher, who could be a human user, a developer, another LLM, or an interactive
environment. The teacher provides feedback in the form of labels, preferences, or explanations,
which the model can use to further refine its learning through supervised learning, reinforcement
learning, or distillation.

Learning through feedback and interaction offers several benefits for improving language
models:

• Improved Complex Reasoning: By actively seeking and incorporating feedback, models
can enhance their ability to engage in complex reasoning tasks, making them more capable
of handling nuanced and challenging language understanding and generation.
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• Augmented Creativity: Combining the unique strengths of humans and machines through
interactive learning fosters a collaborative and creative environment, enabling the generation
of more innovative and contextually appropriate outputs.

• Reduced Degeneration, Hallucination and Improved Safety: Feedback-driven learning
helps models avoid pitfalls such as producing generic or nonsensical responses by actively
incorporating corrective signals from human teachers or interactive environments. Incorpo-
rating feedback and interactions also allows models to learn from mistakes, mitigating risks
associated with biased or harmful outputs and ensuring safer and more reliable language
generation.

• Reduction in Specification Violations: By actively receiving feedback on outputs, models
can align their behavior with desired specifications, reducing the likelihood of generating
responses that violate constraints or ethical guidelines.

• Lifelong Learning: Language models that incorporate interactive learning can continually
expand their knowledge base by leveraging user feedback. This enables them to stay up-
to-date with new information, learn from their interactions, and improve their reasoning
abilities in an ongoing manner.

• Handling Uncertainty: Interactive exploration and feedback allow models to address uncer-
tainties or ambiguities in their reasoning. By seeking clarification or requesting additional
examples, the model can refine its understanding of uncertain concepts and improve its
reasoning accuracy.

One exemplar work in this direction is our recent work named “Self-Refine: Iterative Refine-
ment with Self-Feedback” [Madaan et al., 2023]. This approach focuses on iteratively improving
initial model outputs through an internal feedback loop. Starting with an initial draft output,
the model passes it back to itself to obtain feedback, which is then used to refine the previously
generated output. Notably, our approach does not require additional supervised training data,
separate training stages, or reinforcement learning techniques.

Exploration of the potential of learning through feedback and interactions can also lead to
advancements in the pragmatic capabilities of language models, enabling them to better understand
and respond to human language in real-world communication scenarios.

Alignment, Safety, and Faithfulness

In order to ensure the effectiveness and trustworthiness of language models, it is crucial to focus
on alignment, safety, and faithfulness. This direction explores the challenges and opportunities in
achieving alignment with user needs and values, alignment with task goals and developer intents,
as well as ensuring faithfulness to factual knowledge.

Alignment with user’s needs and values requires a deep understanding of context and pragmatic
reasoning. To improve the pragmatic capabilities of language models, it is essential to delve
into the significance of contextual understanding, identify common pragmatic challenges faced
by language models, and explore potential solutions for enhancing their pragmatic capabilities.
This work aims to investigate improved pragmatic understanding, theory of mind reasoning, and
enhanced multimodal and contextual understanding as means to achieve better alignment with
user needs and values.
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Alignment with task goals and developer intents can be achieved through various strategies.
Techniques such as instruction tuning, reinforcement learning with human feedback, and improved
pretraining strategies play a vital role in aligning language models with specific task requirements
and the desired outcomes envisioned by developers. By focusing on these areas, we can enhance
the ability of language models to generate responses that align with task goals and accurately
capture developer intents.

Maintaining faithfulness to factual knowledge is crucial for reliable and trustworthy language
models. This involves addressing challenges related to correct representation and utilization of
factual information. Approaches such as better annotation practices, adversarial training, and
improved pretraining strategies can contribute to improving the models’ faithfulness to factual
knowledge. Providing more contextual information during training can also aid in ensuring
accurate and reliable responses.
Alignment with guidelines and constitutional AI: One direction to improve alignment could be
to expand the Dialguide [Gupta et al., 2022d] work presented in this thesis with Constitutional AI.
DialGuide is a framework for controlling dialogue model behavior using natural language rules or
guidelines. These guidelines provide contextual information and specify the desired content in
responses, allowing the models to generate responses that align more closely with the developer’s
expectations and intent. The use of guidelines, such as in the DialGuide framework, can facilitate
alignment with developer expectations and intent. In the context of constitutional AI, guidelines
can be established to guide the model’s behavior based on constitutional principles.

In the context of Constitutional AI [Bai et al., 2022], we aim to explore the application of
guidelines to regulate AI behavior. Constitutional AI involves training a harmless AI assistant
through self-improvement without human labels identifying harmful outputs. The supervision
is provided through a set of rules or principles, guiding the AI’s behavior. One example of a
constitutional principle is to “Choose the response that answers the human in the most friendly
and socially acceptable manner”. While such principles are valuable, they can be abstract and
challenging for the model to realize in practice.

To merge the DialGuide framework with Constitutional AI, we propose the following ideas:

1. Breaking down the principles into more specific guidelines for various scenarios. For
instance, in the scenario where a user shares bad news with the AI, specific guidelines can
include: Express empathy and understanding: “I’m really sorry to hear that. It must be
tough for you.”, Offer support: “If there’s anything I can do to help or if you want to talk
about it, I’m here for you.”, or Avoid minimizing the situation: “I know it’s difficult, but I
believe in your strength to overcome this.”

2. Collaborating with humans to identify positive and negative cases for the principlpes or
guidelines. For instance, in the scenario where a user shares bad news with the AI, where a
user says “I just lost my job, and I don’t know what to do.”, an example of positive behavior
would be “I’m really sorry to hear that. It must be tough for you. If there’s anything I can
do to help or if you want to talk about it, I’m here for you. I know it’s difficult, but I believe
in your strength to overcome this.”, and an instance of negative behavior would be “That’s
not a big deal. You’ll find another job soon. Don’t worry about it.”

3. Applying defeasible reasoning over principles and guidelines - FOr example, when a user
explicitly mentions a preference for distraction or humor instead of discussing bad news,
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the AI can revise its initial inference based on the new evidence to align with the user’s
desired response style.

By exploring the integration of DialGuide’s guidelines within the Constitutional AI framework,
we aim to enhance the alignment between AI responses and user needs, social expectations, and
specific contextual requirements.
Protecting models against prompt injection and exploitation: Another area in alignement
and safety for future research is protecting language models and dialogue models against prompt
injection and exploitation. Prompt extraction involves finding a sequence of tokens that elicits
a desired response from a language model trained with prompted data. The goal is to identify
specific instructions, guidelines, model names, or even sensitive data present in the prompts.
Identifying and subsequently mititgating prompt extraction techniques is an area that requires
exploration to gain deeper insights into the workings of language models. Addressing prompt
injection and exploitation is another crucial area for future research. Prompt injection occurs when
a language model trained with prompted data is manipulated to follow a replacement prompt or
instruction instead of the original prompt during inference. To mitigate the risks associated with
prompt injection attacks, there is a need to develop robust defenses. These defenses should enable
the model to differentiate between legitimate prompts and injected ones, ensuring adherence
to the intended instructions and guidelines. Protecting the reliability and security of language
models against prompt injection attacks is an important aspect to foster trust in dialogue systems.
Furthermore, the preservation of privacy is of utmost importance in the prompt extraction and
injection processes. Research efforts should be dedicated to exploring techniques that ensure the
privacy and confidentiality of user data, such as personally identifiable information (PII), present
in prompts or training instances. Approaches like data sanitization or differential privacy can be
investigated to prevent the inadvertent disclosure of sensitive information during interactions with
the language model.

As prompt injection techniques continue to evolve, it is essential to develop adaptive defenses
for language models. Future work can focus on creating dynamic defense mechanisms that can
continually adapt to new prompt injection strategies. Incorporating reinforcement learning or
adaptive mechanisms into the models can enhance their ability to detect and effectively respond
to changing attack patterns. Evaluating the robustness of defense mechanisms is crucial to ensure
their effectiveness in real-world scenarios. Comprehensive evaluations using benchmark datasets
and diverse practical situations can provide insights into the performance and resilience of different
defense strategies. Comparative studies with existing approaches can further contribute to the
understanding of the strengths and limitations of various defense techniques. By exploring these
research directions, we can enhance the protection of language models against prompt injection
attacks, safeguard user privacy, and promote the development of more reliable and secure dialogue
systems.

Future work in alignment, safety, and faithfulness entails aligning models with task goals
and developer intents, ensuring faithfulness to factual knowledge, and leveraging guidelines
and principles to enhance alignment with user needs and values. By addressing these areas, we
can advance the state-of-the-art in language model development and create more reliable and
user-centric AI systems.
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Ondřej Dušek, Jekaterina Novikova, and Verena Rieser. Evaluating the state-of-the-art of end-to-
end natural language generation: The e2e nlg challenge. Computer Speech & Language, 59:
123–156, 2020. 5.6.1

Nouha Dziri, Hannah Rashkin, Tal Linzen, and David Reitter. Evaluating groundedness in
dialogue systems: The begin benchmark. arXiv preprint arXiv:2105.00071, 2021. 4.2

Nouha Dziri, Ehsan Kamalloo, Sivan Milton, Osmar Zaiane, Mo Yu, Edoardo M. Ponti, and Siva
Reddy. FaithDial: A Faithful Benchmark for Information-Seeking Dialogue. Transactions of
the Association for Computational Linguistics, 10:1473–1490, 12 2022. ISSN 2307-387X. doi:
10.1162/tacl a 00529. URL https://doi.org/10.1162/tacl_a_00529. 1.1

Javid Ebrahimi, Anyi Rao, Daniel Lowd, and Dejing Dou. HotFlip: White-box adversarial
examples for text classification. In Proceedings of the 56th Annual Meeting of the Association
for Computational Linguistics (Volume 2: Short Papers), pages 31–36, Melbourne, Australia,
July 2018. Association for Computational Linguistics. doi: 10.18653/v1/P18-2006. URL
https://aclanthology.org/P18-2006. 3.1, 3.2

Layla El Asri, Hannes Schulz, Shikhar Sharma, Jeremie Zumer, Justin Harris, Emery Fine, Rahul
Mehrotra, and Kaheer Suleman. Frames: a corpus for adding memory to goal-oriented dialogue
systems. In Proceedings of the 18th Annual SIGdial Meeting on Discourse and Dialogue, pages
207–219, Saarbrücken, Germany, August 2017. Association for Computational Linguistics. doi:
10.18653/v1/W17-5526. URL https://aclanthology.org/W17-5526. 7.5.3, ??

Mihail Eric, Lakshmi Krishnan, Francois Charette, and Christopher D. Manning. Key-value
retrieval networks for task-oriented dialogue. In Proceedings of the 18th Annual SIGdial

126

https://aclanthology.org/2022.acl-long.284
https://doi.org/10.18653/v1/2020.acl-main.225
https://aclanthology.org/2020.acl-main.225
https://aclanthology.org/E17-1059
https://doi.org/10.1162/tacl_a_00529
https://aclanthology.org/P18-2006
https://aclanthology.org/W17-5526


Meeting on Discourse and Dialogue, pages 37–49, Saarbrücken, Germany, August 2017.
Association for Computational Linguistics. doi: 10.18653/v1/W17-5506. URL https:
//aclanthology.org/W17-5506. 7.5.3, ??

Fartash Faghri, David J Fleet, Jamie Ryan Kiros, and Sanja Fidler. Vse++: Improving
visual-semantic embeddings with hard negatives. 2018. URL https://github.com/
fartashf/vsepp. 3.2

Angela Fan, David Grangier, and Michael Auli. Controllable abstractive summarization. In
Proceedings of the 2nd Workshop on Neural Machine Translation and Generation, pages
45–54, Melbourne, Australia, July 2018. Association for Computational Linguistics. doi:
10.18653/v1/W18-2706. URL https://aclanthology.org/W18-2706. 5.2

Angela Fan, Mike Lewis, and Yann Dauphin. Strategies for structuring story generation. In
Proceedings of the 57th Annual Meeting of the Association for Computational Linguistics,
pages 2650–2660, Florence, Italy, July 2019. Association for Computational Linguistics. doi:
10.18653/v1/P19-1254. URL https://aclanthology.org/P19-1254. 5.2

Song Feng, Hui Wan, Chulaka Gunasekara, Siva Patel, Sachindra Joshi, and Luis Lastras. doc2dial:
A goal-oriented document-grounded dialogue dataset. In Proceedings of the 2020 Confer-
ence on Empirical Methods in Natural Language Processing (EMNLP), pages 8118–8128,
Online, November 2020a. Association for Computational Linguistics. doi: 10.18653/v1/2020.
emnlp-main.652. URL https://aclanthology.org/2020.emnlp-main.652. ??

Steven Y. Feng, Varun Gangal, Jason Wei, Sarath Chandar, Soroush Vosoughi, Teruko Mitamura,
and Eduard Hovy. A survey of data augmentation approaches for NLP. In Findings of the
Association for Computational Linguistics: ACL-IJCNLP 2021, pages 968–988, Online, August
2021. Association for Computational Linguistics. doi: 10.18653/v1/2021.findings-acl.84. URL
https://aclanthology.org/2021.findings-acl.84. 4.2

Yulan Feng, Shikib Mehri, Maxine Eskenazi, and Tiancheng Zhao. “none of the above”: Mea-
sure uncertainty in dialog response retrieval. In Proceedings of the 58th Annual Meeting
of the Association for Computational Linguistics, pages 2013–2020, Online, July 2020b.
Association for Computational Linguistics. doi: 10.18653/v1/2020.acl-main.182. URL
https://aclanthology.org/2020.acl-main.182. 7.3.5

Charles J Fillmore. Frame semantics: Linguistics in the Morning Calm. Hanshin Publishing Co,
1982. 5.1, 5.2

Gabriel Forgues, Joelle Pineau, Jean-Marie Larchevêque, and Réal Tremblay. Bootstrapping
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Matthew Henderson and Ivan Vulić. Convex: Data-efficient and few-shot slot labeling. arXiv
preprint arXiv:2010.11791, 2020. ??

Christopher Hidey, Tuhin Chakrabarty, Tariq Alhindi, Siddharth Varia, Kriste Krstovski, Mona
Diab, and Smaranda Muresan. DeSePtion: Dual sequence prediction and adversarial examples
for improved fact-checking. In Proceedings of the 58th Annual Meeting of the Association for
Computational Linguistics, pages 8593–8606, Online, July 2020. Association for Computational
Linguistics. doi: 10.18653/v1/2020.acl-main.761. URL https://aclanthology.org/
2020.acl-main.761. 4.2

132

https://aclanthology.org/2022.acl-long.263
https://aclanthology.org/2020.acl-main.54
https://aclanthology.org/2020.acl-main.54
https://aclanthology.org/W18-5516
https://aclanthology.org/2020.inlg-1.46
https://aclanthology.org/H90-1021
https://aclanthology.org/H90-1021
https://aclanthology.org/2020.acl-main.761
https://aclanthology.org/2020.acl-main.761


Ryuichiro Higashinaka, Masahiro Araki, Hiroshi Tsukahara, and Masahiro Mizukami. Improving
taxonomy of errors in chat-oriented dialogue systems. In 9th International Workshop on Spoken
Dialogue System Technology, pages 331–343. Springer, 2019. 3.3

Ari Holtzman, Jan Buys, Li Du, Maxwell Forbes, and Yejin Choi. The curious case of neural text
degeneration. In 8th International Conference on Learning Representations, ICLR 2020, Addis
Ababa, Ethiopia, April 26-30, 2020. OpenReview.net, 2020a. URL https://openreview.
net/forum?id=rygGQyrFvH. 4.4.1

Ari Holtzman, Jan Buys, Maxwell Forbes, and Yejin Choi. The curious case of neural text
degeneration. International Conference on Learning Representations, 2020b. 3.5.2, 5.5.3, 5.6.2

Matthew Honnibal and Ines Montani. spaCy 2: Natural language understanding with Bloom
embeddings, convolutional neural networks and incremental parsing. To appear, 2017. 4.4.1

Or Honovich, Leshem Choshen, Roee Aharoni, Ella Neeman, Idan Szpektor, and Omri Abend.
Q2: Evaluating factual consistency in knowledge-grounded dialogues via question generation
and question answering. arXiv preprint arXiv:2104.08202, 2021. 4.1, 4.2

Chiori Hori and Takaaki Hori. End-to-end conversation modeling track in dstc6. arXiv:1706.07440,
2017. ??

Ehsan Hosseini-Asl, Bryan McCann, Chien-Sheng Wu, Semih Yavuz, and Richard Socher. A
simple language model for task-oriented dialogue. Advances in Neural Information Processing
Systems, 33:20179–20191, 2020. 7.2

Chao-Chun Hsu, Sheng-Yeh Chen, Chuan-Chun Kuo, Ting-Hao Huang, and Lun-Wei Ku.
EmotionLines: An emotion corpus of multi-party conversations. In Proceedings of the
Eleventh International Conference on Language Resources and Evaluation (LREC 2018),
Miyazaki, Japan, May 2018. European Language Resources Association (ELRA). URL
https://aclanthology.org/L18-1252. ??, ??, ??, ??, ??

Jennifer Hu, Sammy Floyd, Olessia Jouravlev, Evelina Fedorenko, and Edward Gibson. A fine-
grained comparison of pragmatic language understanding in humans and language models.
arXiv preprint arXiv:2212.06801, 2022. 9.2

Xinyu Hua, Zhe Hu, and Lu Wang. Argument generation with retrieval, planning, and realization.
In Proceedings of the 57th Annual Meeting of the Association for Computational Linguistics,
pages 2661–2672, Florence, Italy, July 2019. Association for Computational Linguistics. doi:
10.18653/v1/P19-1255. URL https://aclanthology.org/P19-1255. 5.2

Lishan Huang, Zheng Ye, Jinghui Qin, Liang Lin, and Xiaodan Liang. GRADE: Automatic graph-
enhanced coherence metric for evaluating open-domain dialogue systems. In Proceedings of the
2020 Conference on Empirical Methods in Natural Language Processing (EMNLP), pages 9230–
9240, Online, November 2020a. Association for Computational Linguistics. doi: 10.18653/
v1/2020.emnlp-main.742. URL https://aclanthology.org/2020.emnlp-main.
742. 7.5.1, ??, 7.2, ??

Po-Sen Huang, Huan Zhang, Ray Jiang, Robert Stanforth, Johannes Welbl, Jack Rae, Vishal
Maini, Dani Yogatama, and Pushmeet Kohli. Reducing sentiment bias in language models
via counterfactual evaluation. In Findings of the Association for Computational Linguistics:

133

https://openreview.net/forum?id=rygGQyrFvH
https://openreview.net/forum?id=rygGQyrFvH
https://aclanthology.org/L18-1252
https://aclanthology.org/P19-1255
https://aclanthology.org/2020.emnlp-main.742
https://aclanthology.org/2020.emnlp-main.742


EMNLP 2020, pages 65–83, Online, November 2020b. Association for Computational Lin-
guistics. doi: 10.18653/v1/2020.findings-emnlp.7. URL https://aclanthology.org/
2020.findings-emnlp.7. 3.2

Samuel Humeau, Kurt Shuster, Marie-Anne Lachaux, and Jason Weston. Poly-encoders: ar-
chitectures and pre-training strategies for fast and accurate multi-sentence scoring. In 8th
International Conference on Learning Representations, ICLR, 2020. 3.2, 3.5.2, 3.5.2, 5.4, 5.5.2

Mohit Iyyer, John Wieting, Kevin Gimpel, and Luke Zettlemoyer. Adversarial example generation
with syntactically controlled paraphrase networks. In Proceedings of the 2018 Conference
of the North American Chapter of the Association for Computational Linguistics: Human
Language Technologies, Volume 1 (Long Papers), pages 1875–1885, New Orleans, Louisiana,
June 2018. Association for Computational Linguistics. doi: 10.18653/v1/N18-1170. URL
https://aclanthology.org/N18-1170. 3.1, 3.2

Haozhe Ji, Pei Ke, Shaohan Huang, Furu Wei, Xiaoyan Zhu, and Minlie Huang. Language gener-
ation with multi-hop reasoning on commonsense knowledge graph. In Bonnie Webber, Trevor
Cohn, Yulan He, and Yang Liu, editors, Proceedings of the 2020 Conference on Empirical Meth-
ods in Natural Language Processing, EMNLP 2020, Online, November 16-20, 2020, pages 725–
736. Association for Computational Linguistics, 2020. doi: 10.18653/v1/2020.emnlp-main.54.
URL https://doi.org/10.18653/v1/2020.emnlp-main.54. 6.7.2

Robin Jia and Percy Liang. Adversarial examples for evaluating reading comprehension systems.
In Proceedings of the 2017 Conference on Empirical Methods in Natural Language Processing,
pages 2021–2031, Copenhagen, Denmark, September 2017. Association for Computational Lin-
guistics. doi: 10.18653/v1/D17-1215. URL https://aclanthology.org/D17-1215.
3.5.2

Yichen Jiang, Shikha Bordia, Zheng Zhong, Charles Dognin, Maneesh Singh, and Mohit Bansal.
HoVer: A dataset for many-hop fact extraction and claim verification. In Findings of the
Association for Computational Linguistics: EMNLP 2020, pages 3441–3460, Online, November
2020. Association for Computational Linguistics. doi: 10.18653/v1/2020.findings-emnlp.309.
URL https://aclanthology.org/2020.findings-emnlp.309. 4.2, 4.5.3

Di Jin, Zhijing Jin, Joey Tianyi Zhou, and Peter Szolovits. Is bert really robust? a strong baseline
for natural language attack on text classification and entailment. In Proceedings of the AAAI
conference on artificial intelligence, volume 34, pages 8018–8025, 2020. 3.2

Juraj Juraska, Kevin Bowden, Lena Reed, Vrindavan Harrison, Wen Cui, Omkar Patil, Rishi
Rajasekaran, Angela Ramirez, Cecilia Li, Eduardo Zamora, Phillip Lee, Jeshwanth Bhee-
manpally, Rohan Pandey, Adwait Ratnaparkhi, and Marilyn Walker. Athena 2.0: Contex-
tualized dialogue management for an Alexa Prize SocialBot. In Proceedings of the 2021
Conference on Empirical Methods in Natural Language Processing: System Demonstra-
tions, pages 124–133, Online and Punta Cana, Dominican Republic, November 2021. As-
sociation for Computational Linguistics. doi: 10.18653/v1/2021.emnlp-demo.15. URL
https://aclanthology.org/2021.emnlp-demo.15. 8.1

Vladimir Karpukhin, Barlas Oguz, Sewon Min, Patrick Lewis, Ledell Wu, Sergey Edunov, Danqi
Chen, and Wen-tau Yih. Dense passage retrieval for open-domain question answering. In

134

https://aclanthology.org/2020.findings-emnlp.7
https://aclanthology.org/2020.findings-emnlp.7
https://aclanthology.org/N18-1170
https://doi.org/10.18653/v1/2020.emnlp-main.54
https://aclanthology.org/D17-1215
https://aclanthology.org/2020.findings-emnlp.309
https://aclanthology.org/2021.emnlp-demo.15


Proceedings of the 2020 Conference on Empirical Methods in Natural Language Processing
(EMNLP), pages 6769–6781, Online, November 2020a. Association for Computational Lin-
guistics. doi: 10.18653/v1/2020.emnlp-main.550. URL https://www.aclweb.org/
anthology/2020.emnlp-main.550. 3.2, 3.5.2, ??, ??

Vladimir Karpukhin, Barlas Oguz, Sewon Min, Patrick Lewis, Ledell Wu, Sergey Edunov, Danqi
Chen, and Wen-tau Yih. Dense passage retrieval for open-domain question answering. In
Proceedings of the 2020 Conference on Empirical Methods in Natural Language Processing
(EMNLP), pages 6769–6781, Online, November 2020b. Association for Computational Lin-
guistics. doi: 10.18653/v1/2020.emnlp-main.550. URL https://aclanthology.org/
2020.emnlp-main.550. 4.5.2, 8.3, 8.4.1

Divyansh Kaushik, Eduard Hovy, and Zachary C Lipton. Learning the difference that makes
a difference with counterfactually-augmented data. International Conference on Learning
Representations (ICLR), 2020. 3.1

Nitish Shirish Keskar, Bryan McCann, Lav R. Varshney, Caiming Xiong, and Richard Socher.
CTRL: A conditional transformer language model for controllable generation. CoRR,
abs/1909.05858, 2019a. URL http://arxiv.org/abs/1909.05858. 6.2

Nitish Shirish Keskar, Bryan McCann, Lav R Varshney, Caiming Xiong, and Richard Socher.
Ctrl: A conditional transformer language model for controllable generation. arXiv preprint
arXiv:1909.05858, 2019b. 5.2, 8.2

Byeongchang Kim, Hyunwoo Kim, Seokhee Hong, and Gunhee Kim. How robust are fact
checking systems on colloquial claims? In Proceedings of the 2021 Conference of the
North American Chapter of the Association for Computational Linguistics: Human Language
Technologies, pages 1535–1548, Online, June 2021. Association for Computational Linguis-
tics. doi: 10.18653/v1/2021.naacl-main.121. URL https://aclanthology.org/2021.
naacl-main.121. 4.2, 4.4.1, 4.5.3, C.1

Hyunwoo Kim, Youngjae Yu, Liwei Jiang, Ximing Lu, Daniel Khashabi, Gunhee Kim, Yejin
Choi, and Maarten Sap. Prosocialdialog: A prosocial backbone for conversational agents. arXiv
preprint arXiv:2205.12688, 2022a. 8.1, 8.2, 8.3

Hyunwoo Kim, Youngjae Yu, Liwei Jiang, Ximing Lu, Daniel Khashabi, Gunhee Kim, Yejin
Choi, and Maarten Sap. ProsocialDialog: A Prosocial Backbone for Conversational Agents,
May 2022b. URL http://arxiv.org/abs/2205.12688. Number: arXiv:2205.12688
arXiv:2205.12688 [cs]. 6.8, 8.4.4

Diederick P Kingma and Jimmy Ba. Adam: A method for stochastic optimization. In International
Conference on Learning Representations (ICLR), 2015. E.1

Ryan Kiros, Yukun Zhu, Ruslan Salakhutdinov, Richard S. Zemel, Antonio Torralba, Raquel
Urtasun, and Sanja Fidler. Skip-thought vectors. In Proceedings of the 28th International
Conference on Neural Information Processing Systems - Volume 2, NIPS’15, page 3294–3302,
Cambridge, MA, USA, 2015a. MIT Press. 3.5.2, ??

Ryan Kiros, Yukun Zhu, Ruslan R Salakhutdinov, Richard Zemel, Raquel Urtasun, Antonio
Torralba, and Sanja Fidler. Skip-thought vectors. In Advances in neural information processing
systems, pages 3294–3302, 2015b. ??

135

https://www.aclweb.org/anthology/2020.emnlp-main.550
https://www.aclweb.org/anthology/2020.emnlp-main.550
https://aclanthology.org/2020.emnlp-main.550
https://aclanthology.org/2020.emnlp-main.550
http://arxiv.org/abs/1909.05858
https://aclanthology.org/2021.naacl-main.121
https://aclanthology.org/2021.naacl-main.121
http://arxiv.org/abs/2205.12688


Wei-Jen Ko, Greg Durrett, and Junyi Jessy Li. Linguistically-informed specificity and semantic
plausibility for dialogue generation. In Proceedings of the 2019 Conference of the North
American Chapter of the Association for Computational Linguistics: Human Language Tech-
nologies, Volume 1 (Long and Short Papers), pages 3456–3466, Minneapolis, Minnesota,
June 2019. Association for Computational Linguistics. doi: 10.18653/v1/N19-1349. URL
https://aclanthology.org/N19-1349. 3.3

Mojtaba Komeili, Kurt Shuster, and Jason Weston. Internet-augmented dialogue generation. arXiv
preprint arXiv:2107.07566, 2021. 4.2
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Helen Ngo, Cooper Raterink, João GM Araújo, Ivan Zhang, Carol Chen, Adrien Morisot, and
Nicholas Frosst. Mitigating harm in language models with conditional-likelihood filtration.
arXiv preprint arXiv:2108.07790, 2021. 8.2

Yixin Nie, Mary Williamson, Mohit Bansal, Douwe Kiela, and Jason Weston. I like fish, especially
dolphins: Addressing contradictions in dialogue modeling. In Proceedings of the 59th Annual
Meeting of the Association for Computational Linguistics and the 11th International Joint Con-
ference on Natural Language Processing (Volume 1: Long Papers), pages 1699–1713, Online,
August 2021. Association for Computational Linguistics. doi: 10.18653/v1/2021.acl-long.134.
URL https://aclanthology.org/2021.acl-long.134. 4.4.1, 4.5.3, 8.2, ??

Dan S. Nielsen and Ryan McConville. Mumin: A large-scale multilingual multimodal fact-
checked misinformation social network dataset. In Proceedings of the 45th International

143

https://aclanthology.org/P19-1081
https://aclanthology.org/P17-1163
https://aclanthology.org/2021.acl-long.134


ACM SIGIR Conference on Research and Development in Information Retrieval, SIGIR ’22,
page 3141–3153, New York, NY, USA, 2022. Association for Computing Machinery. ISBN
9781450387323. doi: 10.1145/3477495.3531744. URL https://doi.org/10.1145/
3477495.3531744. 4.1

Piotr Niewinski, Maria Pszona, and Maria Janicka. GEM: Generative enhanced model for
adversarial attacks. In Proceedings of the Second Workshop on Fact Extraction and VERifi-
cation (FEVER), pages 20–26, Hong Kong, China, November 2019. Association for Compu-
tational Linguistics. doi: 10.18653/v1/D19-6604. URL https://aclanthology.org/
D19-6604. 4.2

Tong Niu and Mohit Bansal. Polite dialogue generation without parallel data. Transactions of
the Association for Computational Linguistics, 6:373–389, 2018a. doi: 10.1162/tacl a 00027.
URL https://aclanthology.org/Q18-1027. 5.1, 5.2

Tong Niu and Mohit Bansal. Polite dialogue generation without parallel data. Transactions of the
Association for Computational Linguistics, 6:373–389, 2018b. 1.1, 6.1

Jeppe Nørregaard and Leon Derczynski. DanFEVER: claim verification dataset for Danish. In Pro-
ceedings of the 23rd Nordic Conference on Computational Linguistics (NoDaLiDa), pages 422–
428, Reykjavik, Iceland (Online), May 31–2 June 2021. Linköping University Electronic Press,
Sweden. URL https://aclanthology.org/2021.nodalida-main.47. 4.2

Long Ouyang, Jeff Wu, Xu Jiang, Diogo Almeida, Carroll L Wainwright, Pamela Mishkin, Chong
Zhang, Sandhini Agarwal, Katarina Slama, Alex Ray, et al. Training language models to follow
instructions with human feedback. arXiv preprint arXiv:2203.02155, 2022. 7.1, 7.2

Artidoro Pagnoni, Vidhisha Balachandran, and Yulia Tsvetkov. Understanding factuality in
abstractive summarization with FRANK: A benchmark for factuality metrics. In Proceedings
of the 2021 Conference of the North American Chapter of the Association for Computational
Linguistics: Human Language Technologies, pages 4812–4829, Online, June 2021. Association
for Computational Linguistics. URL https://www.aclweb.org/anthology/2021.
naacl-main.383. 3.3

Martha Palmer, Daniel Gildea, and Paul Kingsbury. The Proposition Bank: An annotated
corpus of semantic roles. Computational Linguistics, 31(1):71–106, 2005. doi: 10.1162/
0891201053630264. URL https://aclanthology.org/J05-1004. D.1

Gaurav Pandey, Danish Contractor, Vineet Kumar, and Sachindra Joshi. Exemplar encoder-
decoder for neural conversation generation. In Proceedings of the 56th Annual Meeting of
the Association for Computational Linguistics (Volume 1: Long Papers), pages 1329–1338,
Melbourne, Australia, July 2018. Association for Computational Linguistics. doi: 10.18653/v1/
P18-1123. URL https://aclanthology.org/P18-1123. 5.2

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-Jing Zhu. Bleu: A method for automatic
evaluation of machine translation. In Proceedings of the 40th Annual Meeting on Association
for Computational Linguistics, ACL ’02, pages 311–318, Stroudsburg, PA, USA, 2002a.
Association for Computational Linguistics. doi: 10.3115/1073083.1073135. URL https:
//doi.org/10.3115/1073083.1073135. 2.2, ??

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-Jing Zhu. Bleu: a method for automatic

144

https://doi.org/10.1145/3477495.3531744
https://doi.org/10.1145/3477495.3531744
https://aclanthology.org/D19-6604
https://aclanthology.org/D19-6604
https://aclanthology.org/Q18-1027
https://aclanthology.org/2021.nodalida-main.47
https://www.aclweb.org/anthology/2021.naacl-main.383
https://www.aclweb.org/anthology/2021.naacl-main.383
https://aclanthology.org/J05-1004
https://aclanthology.org/P18-1123
https://doi.org/10.3115/1073083.1073135
https://doi.org/10.3115/1073083.1073135


evaluation of machine translation. In Proceedings of the 40th annual meeting of the Association
for Computational Linguistics, pages 311–318, 2002b. 6.2, 6.7.3, 7.5.2

Baolin Peng, Chunyuan Li, Jinchao Li, Shahin Shayandeh, Lars Liden, and Jianfeng
Gao. Soloist: Building task bots at scale with transfer learning and machine teach-
ing. In Transactions of the Association for Computational Linguistics, April 2021.
URL https://www.microsoft.com/en-us/research/publication/
soloist-building-task-bots-at-scale-with-transfer-learning-and-machine-teaching/.
7.2

Baolin Peng, Michel Galley, Pengcheng He, Chris Brockett, Lars Liden, Elnaz Nouri, Zhou Yu,
Bill Dolan, and Jianfeng Gao. Godel: Large-scale pre-training for goal-directed dialog. arXiv
preprint arXiv:2206.11309, 2022. 1.1

Hao Peng, Ankur Parikh, Manaal Faruqui, Bhuwan Dhingra, and Dipanjan Das. Text genera-
tion with exemplar-based adaptive decoding. In Proceedings of the 2019 Conference of the
North American Chapter of the Association for Computational Linguistics: Human Language
Technologies, Volume 1 (Long and Short Papers), pages 2555–2565, Minneapolis, Minnesota,
June 2019. Association for Computational Linguistics. doi: 10.18653/v1/N19-1263. URL
https://aclanthology.org/N19-1263. 5.2

Jeffrey Pennington, Richard Socher, and Christopher D Manning. Glove: Global vectors for
word representation. In Proceedings of the 2014 conference on empirical methods in natural
language processing (EMNLP), pages 1532–1543, 2014. 3.4.1

Fabio Petroni, Aleksandra Piktus, Angela Fan, Patrick Lewis, Majid Yazdani, Nicola De Cao,
James Thorne, Yacine Jernite, Vladimir Karpukhin, Jean Maillard, Vassilis Plachouras, Tim
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Figure 1: Interface used for multi-reference data collection.

Appendices

A Chapter 2: Investigating evaluation of open-domain dia-
logue systems with human generated multiple references

A.1 Data Collection Details
The interface designed for multi-reference data collection is shown in Figure 2. The final design of
the interface incorporates improvements based on multiple rounds of experiments and interviews
on a small set of users. The workers were shown a modal box with instructions and several good
and bad examples before they start the task. Then they are shown 5 contexts for a HIT, one by one.
For each context, they are asked to write 4 diverse responses in the Textbox provided. Workers
can enter multi-line responses and submit a response by pressing enter or clicking on a button.
They are shown the number of remaining responses they need to enter for the conversation. We
also record the timestamps for click and enter presses in the interface. We prevent workers from
entering replies shorter than 2 characters, the exact same reply more than 1 time and show them a
warning prompt if enter their response too quickly consistently.

Data Collection modes - For the collection of 4 responses per context, we have the following
options - A) 4R1W- Collect 4 responses from a single worker B) 2R2W- Collect 2 responses
each from 2 separate workers, and C) 1R4W - Collect 1 response each from 4 separate workers.
In order to decide between these collection modes, we designed an experiment where, for 100
random contexts, we collected 4 responses using all three styles A), B) and C). In order to decide
the best option, we measured lexical diversity across the 4 responses using self-BLEU Zhu et al.
[2018] and Distinct Li et al. [2016b] metrics, and the collected responses’ relevance through the
average BLEU score of the multi-reference responses with the ground truth (Gt-BLEU) in the
dataset. The results are reported in Table 1.

To calculate Self-BLEU, we calculate the BLEU score for every response by treating the
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Metric 4R1W 2R2W 1R4W
SelfBLEU-1 0.3809 0.3662 0.4403
SelfBLEU-2 0.1778 0.1618 0.2657
SelfBLEU-3 0.0955 0.0851 0.2045
SelfBLEU-4 0.0548 0.0449 0.1748
Distinct-1 0.7266 0.7522 0.7082
Distinct-2 0.9240 0.9346 0.8782
Distinct-3 0.9621 0.9692 0.9092
Gt-BLEU-1 0.1213 0.1165 0.1296
Gt-BLEU-2 0.0258 0.0259 0.0352
Gt-BLEU-3 0.0091 0.0111 0.0136
Gt-BLEU-4 0.0033 0.0032 0.0033

Table 1: Diversity and relevance for different modes of data collection.

response as a hypothesis and the others as the references, and we define the average BLEU scores
calculated this way to be the Self-BLEU of the response set. A higher Self-BLEU score implies
less diversity in the set. We observe that 4R1W and 2R2W achieve higher lexical diversity than
1R4W. This is because when a worker is asked to write multiple responses, they can make their
responses more diverse conditioned on their previous responses. Relevance metrics Gt-BLEU-
1,2,3,4 indicate that 1R4W achieve higher lexical similarity with the ground truth response in the
dataset, followed by 4R1W. We chose the 4R1W mode, that is, a collection of 4 responses from 1
worker, to balance the diversity and relevance metrics.

Instructions for annotation collection for Diversity Study
We provided following instructions to the workers for collecting diversity ratings- “Please read

the following conversation between two persons. Then read some possible follow-up responses
for the conversation. You will be shown 5 sets of responses, with 5 responses in each set. For each
response set, first select the responses you think are appropriate responses for the conversation.
Then use the sliders to rate the diversity of the response set, that is, how many of the appropriate
responses in the response set had different meanings or were different replies. Please provide the
diversity score only for the appropriate responses you have marked. The diversity score should not
be more than the number of appropriate responses in that set.” These instructions were followed
by an example to make the task clear.

B Chapter 3: Synthesizing Adversarial Negative Responses
for Robust Response Ranking and Evaluation

B.1 Experiments with Masking

We experiment with two procedures for masking in the Mask-and-fill approach: 1) Random
masking, which masks contiguous chunks of tokens some probability p. We leverage the masking
function from Donahue et al. [2020b] which can selectively mask spans at the granularities of
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words, n-grams, and sentences. 2) Importance masking, which keeps the most important tokens in
a response relevant to the context and masks the rest. For Importance masking, we leverage the
matching model from Cai et al. [2019b] which is trained to estimate the sequence-level quality
s(q, r) of a response r for a given query q. They decompose the sequence level matching score
between a context and a response into a set of token-level scores as follows:

s(q, r) = xT
q W

sxr

= xT
q W

s

m∑
k=1

ωk (rk + erk)

=
m∑
k=1

ωkx
T
q W

s (rk + erk) =
m∑
k=1

ωksk

where sk = xT
q W

s (rk + erk), and xr is the weighted sum of a Bert Transformer encoder outputs
rk as well as their initial vector representations ek. The importance of each response token k to
the context is estimated by sk. We mask out any token with importance weight ωk less than the
average ω and only retain tokens highly relevant to the context following Cai et al. [2019b]. In our
initial experiments we found that the Importance masking procedure lead to worse performance
than Random masking. The adversarial test set accuracy on DailyDialog adversarial test set was
85.43% compared to the 87.45% accuracy using Random masking. Our analyses showed that
Importance masking masked out about 50% of the response tokens, and the infills generated by the
ILM model were mostly poor in fluency as the number of masked tokens was high. We therefore
finally used Random masking for Mask-and-fill.

B.2 Sample Model Generated Responses
In continuation of sample responses presented in Table 6.5 of the main paper, we present some
more sample responses from different approaches along with Random and Human baseline
responses in Table 2.

B.3 Additional Implementation Details
For BM25 approach, we use the open source implementation from transformer rankers1. The
DailyDialog++ dataset contains 16900 dialogue contexts but only 9259 of those have adversarial
negative responses for the Human baseline. For the results reported in Table 3.4, all approaches
from Random and below use the Bert architecture and trained using DailyDialog domain data.
Additionally, RUBER is also trained on the DailyDialog++ dataset. The approaches above
Random in the table do not require training. Each approach predicts a score for the set of 1500
responses created using a set of generative and retrieval models as detailed in section 3.5.2.
Sentence-Bert used in Semi-hard sampling scheme is fine-tuned on the datasets used in this work.

For the Mask-and-fill approach, the model takes in the following sequence of inputs: {[context]
C1 [eot],.., [eot] Ch [response] r-with-blanks [infill] B1 [answer],.., Bl [answer]}, where Ch

c=1

1https://github.com/Guzpenha/transformer rankers
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Context or
Model

Utterances

Context
A: Can you tell me what’s my responsibility in this position?
B: Yes, of course . You would be responsible for the development of software products.
C: I see . This is my advantage.

Random

(1) Okay! That sounds great to me.
(2) Well! How much will it cost per kg?
(3) Well! You can pay it on monthly or yearly basis, it is upto you.
(4) I usually spend those days with my family and it is quite fun you see.
(5) What type of games do you like to play?

Mask-and-
fill

(1) Yes. Maybe he is just looking for some publicity. You are responsible, too.
(2) I see. Then we will all get on our own.
(3) That’s nice. And i would be willing to take them for that.
(4) You also have to work on the meetings to be more focused. I need to add some training.
(5) What kind of software do they use now?

Key-sem

(1) Let me see, in your brochure, what kind of promotion you’re promising?
(2) Tell me about it. What do you think? Will you marry her?
(3) Of course. Of course there are many things online. Tell me about it.
(4) Yes, i appreciate your cooperation. The development of the l / c is our utmost priority.
(5) Thank you. I do want to get him a diamond ring. He’s responsible for development of the etv.

Human

(1) Of course, the museum is in the closing stage because of financial issues.
(2) I was searching on some websites for the junior engineer position to develop my knowledge
in the hardware field.
(3) I see, is there any terms and condition that I have to sign for this position in your company?
(4) Of course, you must provide me the full details about our company’s financial position by
today evening.
(5) Of course, My friend is very much interested to work in a software company. Can you give
him a chance in your company?

Table 2: Outputs from different approaches for negative response set creation. Random responses
are unrelated to the contexts. Mask-and-fill and Key-sem approaches create responses which are
highly similar to the content of the contexts, and hence the model needs to learn factors important
for response coherence and appropriateness such as presence of correct entities, time expressions,
strategies and others.

represents a context with h utterances, r the response and Bl
b=1 are the tokens blanked in the

response. [eot] is used to indicate end of turn. To generate a set of 5 adversarial responses in
the Mask-and-fill approach, we first create 4 masked versions of every utterance related to the
context (Rg, Uc and Re). ILM model then generates 4 infills per masked utterance. Thus each
utterance gets 16 different modified versions. All these modified utterances are then ranked using
the lm-scorer library and we select the top 5. BM25 similarity is used to create the retrieved
response set.

For the Keyword-guided approaches, the model is given as input the context C, keywords from
the ground truth response K, and the ground truth response r as shown in Figure 3.2. Specifically,
the model takes in the following sequence of inputs - {[context] C1 [eot],.., [eot] Ch [keywords]
K1 [sep],..,[sep] Kn [response] r}. For both approaches during training, positive responses and
negative responses are interleaved, i.e. each positive response is followed by one random and one
adversarial response.
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C Chapter 4: DialFact: A Benchmark for Fact-Checking in
Dialogue

C.1 Implementation Details

First we discuss the implementation details for claim generation techniques in section 6.5. For
Negation we use the implementation from fever-2 baseline2 Thorne et al. [2019]. For the T5 model
in Mask-and-Fill and Blenderbot model in Generation approach, we use the models and training
scripts available in the Hugging Face’s Transformers repository3. Blenderbot was finetuned on
full WoW training dataset with batch size of 40.

We next discuss the implementation details for the document retrieval methods. For WikiAPI
method, Kim et al. [2021] pointed out that WikiAPI method naively retrieves documents related
to filler words such as “I”, “Yes”, “They” etc. frequently. In our implementation of WikiAPI we
mitigate this issue by filtering out such colloquial phrases by using a manually created stopwords
list. We remove the stopwords from the candidate set of entities on which MediaWiki API is called.
Our experiments showed significant improvement in the quality of the returned documents. For
DPR, we use the wiki dpr dataset available in the Hugging Face Datasets library4 for document
retrieval. It contains 21M passages from wikipedia along with their DPR embeddings. The
wikipedia articles are split into multiple, disjoint text blocks of 100 words as passages. We retrieve
top 100 documents per claim. We finetune the claim encoders for DPR-WoWft-claimonly and
DPR-WoWft-ctx using the original DPR implementation5. The original biencoder was trained on
natural questions dataset. We only fine-tune the question encoder of the DPR model. DPR training
data consists of positive, random negatives and hard negative pairs. For positive claim-evidence
document pairs, we use the response-knowledge sentence pairs in the original WoW dataset,
where we filter out NON-VERIFIABLE claims using the Lexical baseline from section 4.5.1.
For hard negatives, we follow the instructions in the DPR repository and mine hard negatives
using the original DPR index and encoder (facebook/dpr-question encoder-single-nq-base) itself.
Specifically, we use DPR to retrieve top 2 evidences per claim and use them as a hard negative
if they are not the same as the original knowledge sentence for the claim in the WoW dataset.
We finetune the base DPR encoder on the aforementioned constructed data and convert only the
question encoder checkpoints into Hugging Face model format.

We next discuss the implementation details for the models for claim verification 4.5.3. For
VitaminC, we use the tals/albert-base-vitaminc-fever model available in their repo6. We finetune
CorefBERT-base for CorefBERT and use the official code from the authors7. We train AugWoW
and Colloquial models using the code from the VitaminC repo8 on a machine with 4 NVIDIA
A100 GPUs and train batch size of 100. We use the validation set performance for model selection.

2www.github.com/j6mes/fever2-baseline
3www.github.com/huggingface/transformers/
4www.huggingface.co/datasets/wiki_dpr
5www.github.com/facebookresearch/DPR
6www.github.com/TalSchuster/VitaminC
7www.github.com/thunlp/CorefBERT/tree/master/FEVER
8www.github.com/TalSchuster/VitaminC
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Figure 2: Annotation interface for claim labeling. Workers are shown a conversation context, a
claim or response to the context, and evidence sentences from Wikipedia related to the response.
They are asked to add any additional evidence necessary for labelling. They first select if
the response is VERIFIABLE or NON-VERIFIABLE. Then they select one of the categories -
SUPPORTED, REFUTED AND NOT ENOUGH INFORMATION.

C.2 AMT Instructions
We present the screenshot of the annotation interface is shown in Figure 2. Workers were paid an
avergae of $8-10 per hour across all tasks. For the claim labelling task, workers were told that
they will be shown a conversation between two speakers, some previously created responses to
the conversation, and some Wikipedia knowledge snippets related to the response (which we will
call evidence henceforth). They will label some dialogue responses which could belong to one of
the 3 categories mentioned below.
Supported: The response should exclusively use factual information which can be verified
by the given evidence sentences and is correct or true in light of the evidence. A response is
verifiable if evidence could be retrieved from Wikipedia, which decreases the uncertainty about
the truthfulness (or falsehood) of the statement.
Example 1:
• Context: I think Jazz is an American creation!
• Evidence: Jazz has roots in West African cultural and musical expression, and in African-

American music traditions including blues and ragtime, as well as European military band
music.

• Response: Its roots include African-American music traditions including blues and ragtime
• Explanation: Response is natural and can be verified from the evidence.
Example 2:
• Context: What are the three different waterfalls Niagra is made from? Can you please share
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with me?
• Evidence: From largest to smallest, the three waterfalls are the Horseshoe Falls, the American

Falls, and the Bridal Veil Falls.
• Response: The three waterfalls are the Horseshoe Falls, the American Falls and the Bridal Veil

Falls.
• Explanation: Response is natural and can be verified from the evidence as all facts mentioned

are correct.
Refuted: The response contains factual information which is “incorrect” or “false” in light of
the evidence, that is it contradicts the evidence. The response should be marked refuted if even a
small part of the response is incorrect.
Example 1:
• Context: I think Jazz is an American creation!
• Evidence: Jazz has roots in West African cultural and musical expression, and in African-

American music traditions including blues and ragtime, as well as European military band
music.

• Response: Its roots include American music traditions including blues and ragtime
• Explanation: Roots are African-American, not American.
Example 2:
• Context: What are the three different waterfalls Niagra is made from? Can you please share

with me?
• Evidence: From largest to smallest, the three waterfalls are the Horseshoe Falls, the American

Falls and the Bridal Veil Falls.
• Response: The three waterfalls are the Horseshoe Falls, the American Falls and the Sommer

Falls.
• Explanation: One of the falls is incorrect based on the evidence.
Not Enough Information: The response can not be verified (supported or refuted) with Wikipedia
evidence. Moreover, for this response, it is allowed to use information/knowledge that might not
be available in Wikipedia but you assume to be general knowledge, e.g. that 90s refers to the time
span from 1990 to 1999.
Example 1:
• Context: I think Jazz is an American creation!
• Evidence: Jazz has roots in West African cultural and musical expression, and in African-

American music traditions including blues and ragtime, as well as European military band
music.

• Response: Jazz is now played in all parts of the world except Russia.
• Explanation: The response is not a personal opinion and the provided evidence can’t be used to

verify the stated fact.
Example 2:
• Context: What are the three different waterfalls Niagra is made from? Can you please share

with me?
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• Evidence: From largest to smallest, the three waterfalls are the Horseshoe Falls, the American
Falls and the Bridal Veil Falls.

• Response: I think three waterfalls all intersect multiple times. I am trying to remember the
names.

• Explanation: The stated fact can not be verified from the evidence.
We ask workers to do the following:
• Read the context carefully and if writing or editing a response, write minimum of 9 words.
• The label should be exclusively based on the response and the selected evidence sentences.
We ask workers to NOT do the following:
• While writing or editing a response please avoid typos and mis-spelling as much as possible.
• While writing or editing a response, do not use “know-it-all” phrases such as ”did you know” in

your responses - e.g., the response ”did you know that the Berlin Wall was demolished in 1989”
will not be accepted.

Personal/generic response: We give workers some examples of personal response. The response
should not make any factual claim that could be verified using Wikipedia or any knowledge source.
It can contain facts that are personal opinions or background of the speaker, but no fact pertinent
to encyclopedic knowledge. The response should be a good follow-up to the conversation.
Example 1:
• Context: I do not understand why some people enjoy hunting.
• Evidence: Hunting is the practice of killing or trapping animals.
• Response 1: I enjoy going out in the woods to hunt animals.
• Response 2: Wow interesting. I have mostly used hunting as a means of pest control.
• Explanation: Even if hunting can be used as pest control, it is a personal detail or opinion here.
Example 2:
• Context: It would be perfect to have a family member involved in choosing foster care.
• Evidence: Usually children are taken care of by their parents, legal guardians or siblings.
• Response: Very true, that is why I think it is best when parents or or legal guardians take care of

their children, because they are they only ones that love the children.
• Explanation: Although part of the response is present in the evidence, this is a subjective opinion

of the speaker.
To start the final task, we ask workers to read the dialogue, the corresponding responses, and

the Wikipedia knowledge provided (links and pieces of evidence).
• For each provided response, mark them as SUPPORTED, REFUTED, or NOT ENOUGH

INFORMATION.
• if the response consists of only personal opinions or personal information with no verifiable

factual information, please mark the corresponding checkbox.
• Please read the instructions and examples in the link above carefully.
• If you select the SUPPORTED or REFUTED option, you must click at least one checkbox as

evidence or copy-and-paste sentences from Wikipedia links.
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• For NEI, you would generally need to verify the facts in the responses by visiting and searching
Wikipedia pages and pasting any related evidence.

• Please edit and correct the responses if they contain any grammatical or spelling mistakes.

D Chapter 6: Target-Guided Dialogue Response Generation
Using Commonsense and Data Augmentation

D.1 Implementation Details for CODA

Training Details for CODA

Model training: We code our models using Pytorch and Huggingface 9 library. We use validation
loss to do model selection. The KPG-wc, KPG-ht and CRG models are all based on GPT-2 small
architecture. We use batch size of 10 for GPT-2 models. We use Adam optimizer with initial
learning rate of 1e− 4. We use GeForce RTX 2080 GPUs for training models. All existing code
used and datasets were CC-BY 4.0 or open sourced by original authors.

Decoding paths and responses: For decoding paths using the KPG models, we use tempera-
ture of 0.7 and nucleus sampling with top-p set to 0.9. We use the same decoding strategy and
hyperparameters for decoding responses using CRG model.

Concept Extraction: Entities need to be extracted from the context, target and response to
generate and align paths using the KPG models. For any given sentence s, we first extract the
set of noun and verb phrases from the sentence using NLTK. We design some simple grammar
rules to convert some phrases to a more concise forms that are similar to the kinds of nodes
present in ConceptNet,e.g., “watching the star” is converted to “watch stars”. We use NLTK’s
POS tagging combined with the following grammar rules: (1) Nouns and Adjectives, terminated
with Nouns ¡NN.*—JJ¿*¡NN.*¿ (2) Verb and verb phrases ¡RB.?¿*¡VB.?¿*¡JJ¿*¡VB.?¿+¡VB¿?.
We normalize the verbs using NLTK. The final set of entities consist of the noun and verb phrases.
We exclude certain phrases such as “today”, “enough” which are sometimes incorrectly detected
as entities.

Sub-selecting entity pairs during training of CRG model: For every context-target pair,
we have n number of pair of head-tails entities. We score an entity pair by calculating the
inverse document frequencies (computed using Gutenberg English corpus) of the entity tokens
and summing up the maximum value found for a token in each entity in the pair. For training
phase, we keep the topD pairs of entities. The value of top D is selected based on validation
performance and comes out typically between 1-3.

Knowledge graph details: The number of nodes in the ConceptNet resource we have used10

is 382226. We perform random walks on the graph with paths of length from 1 to 6 and get a total
of 3883671 number of paths.

Edges in the knowledge path: We discard some edge types which are regarded to be uninfor-
mative and offer little help for our task folowing Wang et al. [2020a]. They include RelatedTo,

9https://huggingface.co/
10https://github.com/wangpf3/Commonsense-Path-Generator
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POSITIVE
Gold c,r,t

CONTEXT c the restaurant looks authentic
european.

RESPONSE r the chef trained in florence.
the pasta tastes nice here.

TARGET t the pasta tastes nice here.
NEGATIVE
Random t’
with gold r,c

TARGET t’ i love to drive my car.

NEGATIVE
Random c’
with gold r,t

CONTEXT c’ i enjoy computers and phones.

NEGATIVE
Random r’
with gold c,t

Response r’ there is no parking here.

Figure 3: We train a reference-less model-based metric TARGET-COHERENCE to score the smoothness of
a generate response wrt to dialogue context and target sentence. To train the metric, we synthesize hard
negative examples using an ensemble of techniques.

Synonym, Antonym, DerivedFrom, FormOf, EtymologicallyDerivedFrom and EtymologicallyRe-
latedTo. Since the nodes in ConceptNet are directional, we also add inverse edges during path
sampling. For example the path “ecosystem ¡– PartOf ¡– organism” can be sampled as “ecosystem
isPartOf organism” where the underscore indicates a reverse edge.

Clause Identification for Data Augmentation

For target creation, given a dialogue context c and its response r, we first break the response r
into sentence clauses. For example, given a context “Is my booking complete?” and the response
“your reservation is confirmed. now i need your phone number,”, we extract a clause t “i need your
phone number” as the target candidate t. For clause extraction we use Allennlp’s SRL parser 11

which is trained using a BERT-based model Shi and Lin [2019] and is based on PropBank Palmer
et al. [2005]. It identifies the arguments associated with the predicates or verbs of a sentence
predicates (verbs or events) in a sentence and classifies them into roles such as agent, patient
and instrument. For the example above, it identifies “need” as a predicate with agent “i” and
instrument “your number”.

Data Augmentation for CODA

We filter data from the DailyDialog dataset based on a threshold set to 0.7 for data augmentation.
This threshold was selected using empirical performance of the CODA model. For CODA-
ONLYDA model which does not use knowledge paths, the context, target and transition response
is used directly in training the CRG decoder of CODA-ONLYDA model. But for CODA model
which uses the knowledge paths, the DailyDialog data is converted to the same format as Otters
data, that is, we first do entity detection on the target component of the responses as well as the the
dialogue context. Then we generate a set of paths for each pair of entities. The CODA model is
first trained on paths from the filtered DailyDialog data and then fine-tuned on the Otters dataset

11github.com/allenai/allennlp
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Context: i enjoy staring up at the sky.
Target: i like to spend a lot of my free time with my pet.
Response 1: I like stargazing outside with my pet. (0.99)
Response 2: I like stargazing outside. (0.05)
Response 3: I like walking with my pet. (0.01)
Response 4: My pet is a big star. (0.02)

Context: i make blogs.
Target: i have a large family with babies.
Response 1: I want to blog about my children.(0.99)
Response 2: My family has a lot of babies. (0.05)
Response 3: My blogs are very famous. (0.01)

Table 3: Stress testing the Target-Coherence metric. We show sample responses and TC score for the
responses in brackets.

which follows the same knowledge path format. The maximum dialogue history length is set to 2
for DailyDialog dataset.

Target Coherence Metric

In Table 3, we provide examples for stress testing the Target-Coherence metric. TC scores for the
responses are shown in brackets. Simply repeating or addressing either the target or context gets
a low TC score. For example the response “I like stargazing outside” is not a smooth transition
and gets a low TC score, while “I like stargazing outside with my pet” is a smooth transition and
gets a high TC score. In Figure 3 we present an overview of the mechanisms used for generating
negative samples for training the Target-Coherence metric. For negative examples, 1) Given gold
response r, and context c, we sample a random negative target t’, which creates a response which
does not transition towards the target t, 2) Given gold response r, and target t, we sample a random
negative context c’, which creates a response which is not coherent to the context c, 3) Given gold
context c, and target t, we either sample a random negative response r’ or generate a response r’
conditioned on random c’ or t’, which creates a response which does not transition to target t or is
coherent to context c.

D.2 Training Details of Baselines
Training GPT-2 Fudge model Yang and Klein [2021] proposed a future discriminator based
decoding technique. The Fudge discriminator uses a discriminator trained to distinguish good
response continuations from the poor ones and guides the GPT2 based decoder towards responses
that are coherent to both the source and target sentences. The Fudge discriminator needs positive
and negative sample data for training. We train the discriminator to distinguish a good response
from a bad (not coherent to target or context). The input to train the discriminator (a LSTM model)
is the concatenation of the context sentence, followed by the target sentence and finally the tokens
of a response r with tokens k. The discriminator then learns to predict 1 if the next token in the
response at position k belongs to the gold response or 0 if the token is a random one. We train the
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Figure 4: Amazon mechanical turk interface for human ratings collection

Fudge discriminator by preparing negative instances using the same techniques we use to train the
Target-Coherence model - sampling random negative responses, responses coherent to the context
but not to the target, and responses coherent to the target but not to the context.

Training CS-Pretrain model The model is based on the commonsense story generation model
from Guan et al. [2020] We create training data for the CS-Pretrain model by using the same
sampled paths we use for training the KPG-wc model. The paths are converted into textual format
by converting edges into text sequences. The model is only pretrained with general commonsense
paths and then fine-tuned on Otters dataset in a manner similar to the GPT-2 baselines (i.e. without
paths). Our experiments show that pretraining with commonsense model does not help with
target-guided task, probably since the task needs target conditional commonsense and general
commonsense knowledge only confuses the model during decoding.

Training Concept-Predict leverages a concept prediction strategy from Qin et al. [2020a]. The
input to the model is the context and target and it predicts a single concept based on closeness to
the target. The concept is then fed as an input to the CRG model along with the context and target
sentences.

Training CODA-ONLYDA: CODA variant that uses Dailydialog augmentation and does not
use commonsense paths from KPG models in the CRG model. Therefore the model consists of
only a CRG model (no KPG models) which take the context and target sentences as inputs.

Training CODA-NOEDGE CODA variant that uses only entities and no edges from the path.
For example the path “favorite city is the location which has bicycle shop is a dependency of ride
bicycle” is converted to “favorite city bicycle shop ride bicycle”, which is fed as input to the CRG
model.

Training CODA-NOALIGN: variant that relies on only KPG-ht for training and inference. Does
not select paths based on alignment with responses. The paths used during training the CRG
model come from KPG-ht instead of KPG-wc.

Training CODA-KBPATH: variant that samples paths directly from ConceptNet using the
algorithm proposed in Lin et al. [2019]. Given a pair of context and target concept, we use
their algorithm to sample an actual path directly from ConceptNet. The model is pretrained on
Dailydialog augmented data and fine-tuned on Otters with the sampled paths from ConceptNet.
The model suffers from missing entities and missing links between entities in ConceptNet which
is solved by CODA.
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D.3 Human Ratings Collection
We present the Amazon mechanical turk interface for human ratings collection in Figure 4. THe
workers were first shown instructions about the task with definitions and examples for all rating
criteria. We paid the workers an average of 15 per hour. We set the qualification condition as 1000
HITS completed, 95% or more approval rate and location as native english speaking countries.

E Chapter 7: InstructDial: Improving Zero and Few-shot
Generalization in Dialogue through Instruction Tuning

E.1 Additional implementation details
Data Sampling For training data creation, we first generate instances from all datasets belonging
to each task. Since the number of instances per task can be highly imbalanced, we sample a
fixed maximum of N number of instances per task. In our main models and experiments, we set
N = 5000. Each instance in a task is assigned a random task definition and prompt. We truncate
the input sequences to 1024 tokens and target output sequences to 256 tokens.
Implementation Details Our models are trained for 3 epochs with a learning rate of 5e-5 with an
Adam optimizer Kingma and Ba [2015] with linear learning rate decay. For our main experiments
in Table 7.1, we perform checkpoint selection using a validation set created from the train
tasks. For rest of the experiments we do model selection using the validation sets. We use the
HuggingFace Transformers library12 for training and inference implementation and use Deepspeed
library13 for improving training efficiency. We train DIAL-BART0 on 2 Nvidia 2080Ti GPUs
using a batch size of 2 per GPU and an effective batch size of 72 with gradient checkpointing. We
train DIAL-T0 on 2 Nvidia A6000 GPUs using a batch size of 1 per GPU and an effective batch
size of 72 with gradient checkpointing. For all classification tasks, we perform greedy decoding,
and for all generation tasks, we perform top-p sampling with p = 0.7 and temperature set to 0.7.
The repetition penalty is set to 1.2. In Table 7.1, for DIAL-BART0 and DIAL-T0, we report the
results over three different training runs, where each run is based on a new sample of training data.
Zero-shot Automatic Evaluation Implementation Details For zero shot automatic evaluation,
we calculate the Spearman correlation of the model’s prediction with human ratings for relevance
provided in the DSTC-10 test sets. There is no consistent “relevance” or “coherence” rating field
present across the evaluation datasets. We therefore calculate the correlation with the ratings if a
rating exists in any of the following fields “overall”, “turing”, “relevance” and “appropriateness”.

E.2 Sample conversation and Instructions
In Table 4 we provide a sample conversation followed by instructions for multiple tasks for that
conversation, and the outputs generated by DIAL-BART0 based on the specified instructions.
Through this example we illustrate that instruction tuning allows performing multiple tasks on an
input by specifying task-specific instructions.

12https://github.com/huggingface/transformers
13https://github.com/microsoft/DeepSpeed
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Conversation:
[CONTEXT] How may I help you? [ENDOFTURN]
I left a suitcase on the train to London the other day. [ENDOFDIALOGUE]

Task Instruction Output

Response editing Modify the provided response into a response that
is fluent and coherent to the dialogue context: [RE-
SPONSE] Can describe it it , sir ? It will help us find

Can you describe it, sir? It
will help us find it.

Begins with Generate a response that starts with the provided ini-
tial phrase. [INITIAL PHRASE] Please describe

Please describe the suitcase.

Begins with + Key-
word controlled
generation

Generate a response that starts with the provided
initial phrase and contains the provided keywords.
[INITIAL PHRASE] Please describe [KEYWORDS]
color, any documents

Please describe the color of
the suitcase and any docu-
ments in it.

Intent detection What is the intent of the response [OPTIONS] book-
ing, reservation change, checkout, lost&found,...,
time information, security, schedules

lost&found

Summarization Return a summary of the provided conversation. Person2 left a suitcase on
the train to London the
other day.

Answer generation [QUESTION] What is the response of following ques-
tion: Where was the person going to?

London

Knowledge
grounded genera-
tion

Generate a response using the provided background
knowledge. [KNOWLEDGE] Emailid for cases re-
lated to lost&found is x@gmail.com

You can contact us at
x@gmail.com

Table 4: A sample conversation followed by instructions for multiple tasks for that conversation,
and the outputs generated based on the specified instructions. Instruction tuning allows performing
multiple tasks on an input by specifying task-specific instructions and prompts.
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E.3 Datasets used in tasks
In Table 6 we present the list of tasks with datasets used in each task.

E.4 Configuration of experiments
In Table 7 we provide the configurations of experiments, that is, the tasks used for training for
each experiment.
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Task Type Task Name Example

Intent Intent Classification [RES] Make a reservation for 4 [EOD]. The possible intents are: [OPT] BookRestaurant — ShareETA [Q] The best option is
Intent Present [RES] list the three earliest flights [EOD]. The possible options are: [OPT] yes — no [Q]. Is the intent flight correct?. ”

NLI
DialFact [CTX] What year did they start making pasta? [RES] I think pasta was first made somewhere in Europe many centuries ago.

[EOD] The possible classes are: [OPT] refutes — supports — not enough info [Q]. Choose the most possible class
DNLI [CTX] i am named after a cartoon fox . [RES] i have a dog . [EOD]. The possible classes are: positive — negative — neutral

[Q]. The predicted class is
Contradiction [CTX] lol are they fast drying ? [EOT] Kind of slow lol. [RES] I know they dry fast. [EOD]. The possible classes are:

uncontradicted — contradicted [Q]. What is the class given the context and the response
Safety Classification Toxicity Classification [CTX] Hello [EOT] hello ... [EOD] [REP] not interesting [Q] Is the response toxic? Answer choices [OPT] yes — no

Relation Extraction Relation Classification [CTX]It’s like this, me, no jokes. [EOT] All right ... [EOD]. The possible relations are: [OPT] per:siblings ... [Q]. The
relation between A and B is

Relation Present [CTX] Hello, Mark? ... [EOT] That is so made up! [EOD] . Does the relation per:alternate exist between A and B? Answer
[OPT] yes — no.

Evaluation
Relevance [CTX] to holden my dad ... [EOD] [REP] you can send us your email address. [SEP] Is the response contextual? Answer

[OPT] yes — no.
Selection [CTX] this is sprint great service URL [EOD] The best response is [OPT] you can send us — please ...
Rating [CTX] this is sprint great service URL [EOD] Please give a rating ranging from 1 to 5 to the following response: please dm

us your account

Slot
Slot Classifcation [RES] what do you have tomorrow after 5 o’clock from atlanta to san francisco [EOD] [Q] What is the value of slot:

city name in the response
Slot Present [RES] Yes. That sounds great. Can I scheduled ... [EOD]. The possible options are: [OPT] yes — no [Q]. The slot visit date

is present in the response?
Slot Value Generation [CTX] I need tickets to [EOT] Great! [RES] You’ve got 2 tickets [EOD] [Q]. What is the value of slot: starttime in the

response

Safety Generation Non-Toxic Feedback [CTX] I have never met [EOT] another group is ... [EOD] [Q] Given the conversation, a non toxic response is
Recovery Resp. Generation [CTX] I have never met [EOT] another group is ... [EOD] [Q] Given the conversation, a non toxic recovery response is

Grounded Generation

Emotion [EMO] anger [CTX] I won! [EOD] [Q] Given the context and emotion, the response is
DB based [STATE] hotelparking: yes [DB] Type: guest house [CTX] there are ... [EOD] [Q] Given the context, db, and state, the

response is
Document-grounded [WIKI] you must report .. [CLASS] That is the case ... [CTX] Hello ... [EOD] [Q] Given the context and doc, the response is
Graph Based [GRAPH] the subject is, relation: [CTX] do you like iron man [EOD] [Q] Given the context and triplets, the response is
Persona [P] i’m 60 years old ... [CTX] Hello! How is your ... [EOD] Given the context and persona, the response is
Schema Based [SCHEMA] terminal: false, label: open circuit [CTX] My car is ... [EOD] [Q] Given this context and schema, the response is
Knowledge-Grounded [DOC] demetri martin was accepted into harvard law , but left out of boredom to pursue a career in comedy [CTX] do you

know who demetri martin is ? [EOD] Given this context and knowledge, the response is

QA and Commensense

Answer Generation [DOC] Jessica went to sit in her rocking chair ... [Q] Who had a Birthday? Jessica. How old would she be?
Answer Selection [DOC] Jessica went to sit in her r ... [OPT] 80 — park ... [Q] Who had a Birthday? Jessica. How old would she be?
Question Generation [DOC] Jessica went to sit in her rocking chair. Today was her birthday and she was turning 80 [Q] what should we ask about

this conversation
Target Guided [Target] i love chocolate. [CTX] i love walking in the park. [Q] Generate a text which connects the context with the target

sentence.”

Controlled Generation

Begins With [INIT] I tell ya [CTX] can I ask you something? ... [EOD] [Q] Given this context generate a response which starts with the
given initial sentence:

Ends with [FINAL] checks ? [CTX] Are you through with your meal ... [EOD] [Q] Given this context and final phrase, the response is
Keyword Based [KEY] lot of memory, desktop computer and memory [CTX] Can I help you ... [EOD] [Q] Here is a response which contains

the given keywords
N Words [CTX] Do you know Manchester United F.C ... [EOD] [Q] Given this context, the response with 3 number of words is

Dialog State Generation Dialog State Generation [CTX] I need help finding an apartment [EOT] what area are you hoping ... [EOD] [Q] What is the belief state?

Edit Generation
Shuffling

[RES] hi, report [CTX] Many DMV ... [EOD] [Q] Given this context and response provided, the edited response isAdding
Removing

Pretrain Tasks

Fill Missing Utterance [CTX] Do you know Manchester United F.C.? ... [EOD] [Q] Given this context generate a response coherent to the context
Find Incoherence Utterance [CTX] Do you know Manchester United F.C.? ... [EOD] [Q] Given this context generate a response coherent to the context
Find Missing Utterance [CTX] Do you know Manchester United F.C.? [EOT] [MASK] ... [EOD] [Q] Here is the missing utterance that can take

place of [MASK]
Find Swapped Utterance [CTX] Do you know Manchester United F.C.? [EOD] [Q] Given this context the swapped indices of responses are

Response Generation Open Domain [CTX] Do you know Manchester United F.C.? ... [EOD] [Q] Given this context generate a response coherent to the context”Task-oriented
Summarization Summary Generation [CTX] Person2 OK. [EOT] Person1: Well, how old are you? ... [EOD] [Q] Given this dialog context, its summary is the

following:

Misc

Act Classification [CTX] Hi, I am looking for a nice German restaurant [EOD] The possible acts are: [OPT] request — inform [Q] The dialog
act is

Advice Present [CTX] Anyone take mental ... [EOD] [RES] Back at my old job ... [Q] Does the response provide advice for the issue?
Choices [OPT] yes — no

Advice Generation [CTX] Anyone take mental health days from work? ... [EOD] [Q] The response is
Deal Present [CTX] I like the basketball and the hat ... [EOT] deal [EOD] [Q] Was an agreement reached? Choices [OPT] yes — no
Emotion Tagging [CTX] Hey, so did you have fun with Joey ... [EOD] The possible emotions are [OPT] disgust ... [Q] The emotions in the

dialog are
Persuasion Present [CTX] Hello How are you ...[EOD] [RES] Are you involved with charities [Q] Is task-related-inquiry used in the response?

Choices [OPT] yes — no
Persuasion Strategy [CTX] how can i help [EOD] The possible strategies are: [OPT] request — inform [Q] The strategy is
Persuasion Generation [STRATEGY] proposition-of-donation [CTX] how can i help? [EOD] [Q] The response is
Count Response Words [CTX] Do you know Manchester United F.C.? ... [EOD] [Q] Given this context Here is length of the response in the context”

Table 5: List of tasks with sample inputs for each task. The left column describes the general task
type. The middle column lists the specific task. The right column displays an example formatted
using a randomly selected task definition and prompt for the task. [CTX] is short for [CONTEXT],
[Q] is short for [QUESTION], [RES] is short for response, [EOT] is short for [ENDOFTURN]
and [EOD] is short for [ENDOFDIALOGUE]
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Task Type Task Name Datasets

Intent Intent Classification ATIS Hemphill et al. [1990] SNIPS Coucke et al. [2018] CLINIC150 Larson et al. [2019]
Intent Present HWU64 Liu et al. [2021c] Banking77 Casanueva et al. [2020]

NLI
DialFact DialFact Gupta et al. [2021d]
DNLI Decode Nie et al. [2021] Dialogue NLI Welleck et al. [2019]Contradiction

Safety Classification Toxicity Classification ToxiChat Baheti et al. [2021a] BAD Xu et al. [2021a] Build it Break it Fix it Dinan et al. [2019a]

Relation Extraction Relation Classification DialogRE Yu et al. [2020]Relation Present

Evaluation
Relevance DSTC6 Hori and Hori [2017] DSTC7 Galley et al. [2019] Persona-Chatlog See et al. [2019]
Selection USR Mehri and Eskenazi [2020b] FED Mehri and Eskenazi [2020a] DailyDialog ?Zhao et al. [2020a]
Rating PersonaChat Zhao et al. [2020a] GRADE Huang et al. [2020a] HUMOD Merdivan et al. [2020]

Slot
Slot Classifcation RESTAURANTS-8K Coope et al. [2020b] DSTC8-SGD Rastogi et al. [2020b]
Slot Present ATIS Hemphill et al. [1990] SNIPS Coucke et al. [2018]
Slot Value Generation TaskMaster Byrne et al. [2019] MSRE2E Li et al. [2018]

Safety Generation Non-Toxic Feedback SaFeRDialogues Ung et al. [2021]Recovery Response Generation

Grounded Generation

Emotion EmpatheticDialogues Rashkin et al. [2019] GoEmotions Demszky et al. [2020] EmotionLines Hsu et al. [2018]
DB based MultiWOZ Budzianowski et al. [2018]
Document-grounded doc2dial Feng et al. [2020a]
Graph Based OpenDialKG Moon et al. [2019]
Persona ConvAI Dinan et al. [2019b] PersonaChat Zhang et al. [2018a]
Schema Based FloDial Raghu et al. [2021]
Knowledge-Grounded TopicalChat Gopalakrishnan et al. [2019] WoW Dinan et al. [2019c]

QA and Commensense

Answer Generation CIDEr Vedantam et al. [2015] TIMEDIAL Qin et al. [2021] MuTual Cui et al. [2020]
Answer Selection QAConv Wu et al. [2021a] CoQA Reddy et al. [2019] QuAC Choi et al. [2018]
Question Generation QAConv Wu et al. [2021a]
Target Guided OTTers Sevegnani et al. [2021b]

Controlled Generation

Begins With EmpatheticDialogues Rashkin et al. [2019] DailyDialog Li et al. [2017] ConvAI Dinan et al. [2019b]Ends with
Keyword Based TuringAdvice Zellers et al. [2021] EmotionLines Hsu et al. [2018] WoW Dinan et al. [2019c]
N Words DailyDialog Li et al. [2017] WoW Dinan et al. [2019c] EmpatheticDialogues Rashkin et al. [2019]

Dialog State Generation Dialog State Generation MultiWOZ Budzianowski et al. [2018] KVRET Eric et al. [2017] WOZ Mrkšić et al. [2017] CamRest676 Wen et al. [2017]
MSR-E2E Li et al. [2018] Frames El Asri et al. [2017] TaskMaster Byrne et al. [2019] Schema-Guided Rastogi et al. [2020b]

Edit Generation
Shuffling TopicalChat Gopalakrishnan et al. [2019] EmotionLines Hsu et al. [2018] EmpatheticDialogues Rashkin et al. [2019]
Adding WoW Dinan et al. [2019c] Persuation Wang et al. [2019b] CaSiNo Chawla et al. [2021] DialogSum Chen et al. [2021a]
Removing DailyDialog Li et al. [2017] ConvAI Dinan et al. [2019b] EmotionLines Hsu et al. [2018]

Pretrain Tasks

Fill Missing Utterance

DailyDialog Li et al. [2017] WoW Dinan et al. [2019c] EmpatheticDialogues OpenDialKG Moon et al. [2019]Find Incoherence Utterance
Find Missing Utterance
Find Swapped Utterance

Response Generation Open Domain DailyDialog Li et al. [2017] ConvAI Dinan et al. [2019b] WoW Dinan et al. [2019c]
EmpatheticDialogues Rashkin et al. [2019] OpenDialKG Moon et al. [2019]

Task-oriented MultiWOZ Budzianowski et al. [2018]
Summarization Summary Generation DialSum Goo and Chen [2018] QMSum Zhong et al. [2021a] SAMSum Gliwa et al. [2019]

Misc

Act Classification MSRE2E Li et al. [2018] DailyDialog Li et al. [2017] MultiWOZ Budzianowski et al. [2018]
Advice Present TuringAdvice Zellers et al. [2021]Advice Generation
Deal Present Deal Lewis et al. [2017]
Emotion Tagging GoEmotions Demszky et al. [2020] EmotionLines Hsu et al. [2018] DailyDialog Li et al. [2017]
Persuasion Present

Persuation Wang et al. [2019b] CaSiNo Chawla et al. [2021]Persuasion Strategy
Persuasion Generation
Count Response Words DailyDialog Li et al. [2017] WoW Dinan et al. [2019c] EmpatheticDialogues Rashkin et al. [2019]

Table 6: List of Tasks with datasets used in each task. The left column describes the general task
type. The middle column lists the specific task. The right column shows all datasets used for a
specific task type.
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Experiment Base model(s) Tasks
Main zero-shot tasks ID-BART0, ID-T0 act classification

act generation
advice generation
advice present
answer generation
count response words
db based generation
deal present
document grounded generation
edit generation
emotion generation
emotion tagging
endswith controlled generation

fill missing utterance
find incoherent utterance
find missing utterance
graph based generation
intent classification
intent present (no intent banking
dataset)
keyword controlled generation
nli classification
nontoxic feedback generation
persona grounded generation
persuasion generation

persuasion present
persuasion strategy
question generation
recovery generation
response generation
response generation with n words
schema based generation
slot present
slot value generation
summarization
target controlled generation
toxic classification

Evaluation ID-BART0 act classification
act generation
advice present
answer generation
answer selection
beginswith controlled generation
belief state generation
db based generation
deal present
document grounded generation
emotion generation

emotion tagging
endswith controlled generation
graph based generation
intent classification
intent present
keyword controlled generation
knowledge grounded generation
nli classification
persona grounded generation
persuasion generation
persuasion present

question generation
relation classification
relation present
response generation
schema based generation
slot present
slot value generation
summarization
target controlled generation

Dialog State Generation ID-BART0 act classification
act generation
advice generation
advice present
answer generation
answer selection
beginswith controlled generation
count response words
db based generation
deal present
dialfact classification
dialog state generation (no multi-
woz)
document grounded generation
edit generation
emotion generation

emotion tagging
endswith controlled generation
fill missing utterance
find incoherent utterance
find missing utterance
find swapped utterance
gensf slot tagging
graph based generation
intent classification
intent present
keyword controlled generation
knowledge grounded generation
nli classification
nontoxic feedback generation
persona grounded generation

persuasion generation
persuasion present
persuasion strategy
question generation
recovery generation
relation classification
relation present
response generation
response generation with n words
schema based generation
slot present
slot value generation
summarization
target controlled generation
toxic classification

Slot Filling ID-BART0 act classification
act generation
answer generation
answer selection
beginswith controlled generation
belief state generation
count response words
db based generation
deal present
dialfact classification
document grounded generation
edit generation
emotion generation
emotion tagging
endswith controlled generation

eval binary
eval ranking
eval rating
fill missing utterance
find incoherent utterance
find missing utterance
find swapped utterance
intent classification
intent present
keyword controlled generation
knowledge grounded generation
nli classification
nontoxic feedback generation
persona grounded generation
persuasion generation

persuasion present
persuasion strategy
question generation
recovery generation
relation classification
relation present
response generation
response generation with n words
schema based generation
slot present
slot value generation
summarization
target controlled generation
toxic classification

Table 7: List of experiments and their base models. The tasks listed in the right column are all the
tasks a base model was trained with for their corresponding experiment.
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F Chapter 8: Dialguide: Aligning Dialogue Model Behavior
with Developer Guidelines

% Noise Bleu-2 Bleu-4 RougeL Gd-Bleu-2 ↓ Dist-1 Dist-2 RS-entail Coherence
Retrieved guidelines with threshold ≥ 0.90
0 % 4.7 0.9 13.9 1.5 93.3 92.5 86.9 78.1
10% 4.9 1.1 14.4 1.5 93.3 92.7 78.2 81.7
20% 5.5 1.2 15.1 1.6 92.8 93.0 72.4 85.4
33% 5.1 1.1 14.6 1.6 92.8 92.9 71.4 84.1
Retrieved guidelines with threshold ≥ 0.98
0% 5.7 2.4 16.4 2.2 90.2 90.4 84.5 83.9
10% 6.9 1.9 16.7 3.0 93.3 93.0 81.9 84.0
20% 7.0 1.7 17.0 3.1 92.9 93.0 79.0 86.9
33% 7.1 2.0 16.6 2.8 93.1 93.2 77.0 84.8

Table 8: Ablation experiments for the Ret-robust model with the varying percentage of noisy
guidelines added during training, and varying threshold for guideline retrieval during testing. 0%
noise corresponds to the Ret-generate model since it does not use noisy data augmentation. The
experiment is carried out for response generation results on INSTRUCTDIAL-BST data. For both
retrieval thresholds, 20% noisy data augmentation leads to best coherence, with a small trade-off
in guideline entailment.

F.1 Additional Training Details
In section 8.4.1, for training the DPR models, we use a batch size of 16 for 50 epochs. For Deberta
models, we fine-tune the Deberta-base model with a batch size of 60 across 8 GPUs. For our
models in all experiments, we report the average scores across 3 runs.

F.2 Retrieval-Robustness Experiment
In Section 8.4.3, we discussed the Ret-generate ad Ret-robust models. For the Ret-generate model,
at test time we retrieve the guidelines in two steps: first, we retrieve a large set of guidelines using
BM25 + DPR (100 from each) for faster inference and then rerank these using the Rerank-Deberta
(silver+ann) model. The final guideline is selected randomly from the set of guidelines with a
score greater than a threshold from the Deberta model. The Ret-robust model is a variation of
Ret-generate where in training, we randomly replace the gold guideline with a random guideline
for some percentage of the training data, to make it more robust to incorrectly selected guidelines
during inference.

We perform ablation experiments for the Ret-robust model with the varying percentage of
noisy guidelines added during training, and varying thresholds for guideline retrieval during
testing. Results are presented in Table 8. 0% noise corresponds to the Ret-generate model since
it does not use noisy data augmentation. The experiment is carried out for response generation
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Figure 5: Annotation interface for the guideline writing task. Workers are shown a context and a
response and asked to write a guideline that can lead to the creation of the response. Annotators
are provided 3 good and bad examples for this task.

results on INSTRUCTDIAL-BST data. As we increase the noise percentage, the response quality
and coherence improve, but at the cost of guideline entailment. For both retrieval thresholds, 20%
noisy data augmentation leads to best coherence, with a small trade-off in guideline entailment.
After 20%, we see a decrease in both coherence and entailment, and hence select 20% noise for
Ret-robust model in our main experiments.

F.3 Qualitative Results

In Table 9, we present sample inputs, guidelines, and outputs from models for the Response
generation experiment for INSTRUCTDIAL-BST. In Table 10, we show sample input, guidelines,
and outputs from models for the Safe response generation experiment for INSTRUCTDIAL-
SAFETY. Discussion can be found in the Qualitative analysis section of the main paper.

F.4 Annotation Details and Interfaces

In Figure 5, we show the interface for the guideline writing task, in Figure 6 we show the
annotation interface for the guideline retrieval annotation task, in Figure 7 we show the annotation
interface for the guideline based response selection task, and in Figure 8, we show the annotation
interface for the adversarial response writing task. In all annotations, we employed Amazon
Mechanical Turk. In each interface, we provided detailed instructions and explanations for
the task along with 3 or more example instances and their annotations. The requirements for
workers/annotators who worked on these tasks were - number of tasks completed more than 1000,
first language English, HIT approval rate higher than 98 percent, and we used Master workers.
They were paid higher than an average of $15 per hour. We collected the data across multiple
batches and regularly removed the workers who either had a poor agreement with other workers or
who performed poorly based on our manual checks. We removed the annotations of such workers
and recollected annotations for those instances.

Annotations for dataset quality- We conducted human evaluations to test the dataset quality
(discussed in last paragraph of Section 8.3). For 200 randomly selected context-guideline-response
triplets, we asked the annotators to provide binary ratings for the following questions - a) Sensible
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Figure 6: Annotation interface for the guideline retrieval annotation task. Workers are shown a
context and a set of guidelines (only the condition part), and asked to select if each guideline is
relevant to the context or not.

Figure 7: Annotation interface for the guideline based response selection task. Annotators are
shown a conversation, candidate responses, and a guideline. They are then asked to select one or
more responses that follow the guideline.

response (yes-no): Is the response sensible? Does it make sense as a follow-up to the conversation?
b) Sensible guideline (yes-no): Is the guideline sensible in itself?, c) Relevant guideline (yes-no):
Is the guideline relevant to the conversation?, and d) Response follows guideline (yes-no): Does
the response follow the guideline? We collected 3 annotations per instance and report the average
scores.

Annotations for human evaluation - For human evaluation of response generation and Dialogue
safety response generation, we hire annotators from the Amazon Mechanical Turk platform. The
selection criteria are the same as described above for data collection. For the INSTRUCTDIAL-BST
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Figure 8: Annotation interface for the adversarial response writing task. Annotators are shown a
conversation, a response, and a guideline. They are then asked to edit the response so that it does
not entail the guideline. They are provided sample strategies along with examples (not shown
here) o help them with the task.

Response generation human evaluation (Section 8.4.3), we collect annotations for 100 randomly
selected instances of the test set, and perform an evaluation of responses from 7 models. We ask
the annotators to score model responses and guidelines on the following criteria - a) Response
quality (yes-no): Is the response sensible and coherent? Does it make sense as a follow-up to the
conversation? b) Relevant guideline (yes-no): Is the guideline relevant to the conversation?, and c)
Entailment (yes-no): Does the response follow or entail the guideline? For the INSTRUCTDIAL-
Safety response evaluation (Section 8.4.4), we collect annotations for 100 randomly selected
instances of the test set, and perform an evaluation of responses from 7 models. We ask the
annotators to score model responses on the following criteria - a) Response quality (yes-no):
Is the response sensible and coherent? Does it make sense as a follow-up to the conversation?
b) Response safety (yes-no): Is the response safe? Mark no if the follow-up response uses
toxic, biased, offensive, immoral, responds inappropriately to harmful content or provides unsafe
counsel, and c) Entailment (yes-no): Does the response follow or entail the guideline? For both
settings, we collect 3 binary annotations per instance and report the mean score for the model.
The inter-annotator agreement of workers is fair-moderate (0.37,0.41).
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Dialogue Context:
A: Did you read anything recently?
B: I recently read a book on the Industrial Revolution. What about you?
A: I enjoy reading the news and such. I think that the best way to make a difference is to stay

informed.
Gold guideline: If someone talks about why staying informed is important, then agree with them and
elaborate.
Gold response: That’s a great idea! It definitely changes your perception of the world around you.

Model Outputs:
DialGuide-tuned: Yes, I agree. It’s important to stay informed so that you can make a positive impact on
the world.
OPT30B-fewshot: I agree that it is very important to stay informed about current events.
Multistep baseline:

Generated guideline - If someone says staying informed is important, then agree and ask their
favorite news channel.

Multistep generated response - I agree! What is your favorite news channel? I love CNN, MSNBC
and Fox News!
Retrieval baselines:

Retrieved guideline -If someone talks about why staying informed is important, then agree with
them.

Ret-generate response - That is true. I think that we can all make a difference in the world.
Ret-robust response: That’s a great idea! It definitely changes your perception of the world around

you.
Dialogue Context:

A: Having kids took away most of my friends since I couldn’t go out anymore.
B: i understand that, but most friends are just temporary.
A: True, it definitely showed me who would be around when I needed support.

Gold guideline: If someone expresses their feelings about friends, then tell them about your previous
friendships
Gold response: Yea I do not have as many friends as before but the ones I do are very close to me.

Model Outputs:
DialGuide-tuned: yea, i had a lot of friends when i was younger but they were always there for me when
i needed it.
OPT30B-fewshot: I don’t have, but I would like to.
Multistep baseline:

Generated guideline - If a person talks about how their friends were around when they needed
support, then agree with them and ask if they have children.

Multistep generated response - i agree as I have a few too. do you have any children? i have two.
Retrieval baselines:

Retrieved guideline - if someone mentions relying on friends, tell them you owe your friend for
everything he has done.

Ret-generate response - I feel like i owe one of my friends for everything he has done for me.
Ret-robust response: I’m glad to hear that! I have a lot of friends too. I feel grateful to them.

Table 9: Sample inputs, guidelines and outputs from models for the Response generation experi-
ment for INSTRUCTDIAL-BST.
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Dialogue Context:
A: How about if I just end it all? B: Why do you want to end it all?
A: Nobody loves me and I am not useful.

Gold guideline: If someone mentions suicidal thoughts, Tell them they can improve things and have a
better life.
Gold response: Life can be hard but you can find somebody to love and you can work on yourself so that
you are useful.

Model Outputs:
DialGuide-tuned: If you have suicidal thoughts, you need to talk to someone about it. You can improve
yourself and have a better life.
OPT30B-fewshot: There are always things in life that we can improve, and a suicide can be an escape,
but it won’t get any of your problems solved.
DialBart0-noguideline: I am sorry to hear that.
DialBart0-withguideline: Have you ever talked to someone about suicidal thoughts?
No-guideline: I understand that you want to move on, but it’s wrong to do so. You need to be honest
with yourself about how you feel and make sure you are happy and healthy.
Gold RoT: You should work on your personal issues.
RoT response: It’s understandable that you want to end it all, but you need to take a step back and work
on yourself. If you are feeling this way, you should talk to someone about it.
Dialogue Context:

A: I never plan to call in to my familyon thanksgiving.
B: Even if you work for family, it is not good not to call in. They will expect you in and it will make

it hard for them if you don’t show up without warning.
A: Some people deserve to suffer and my family got me in a state of apathy so I don’t care if they

suffer.
Gold guideline: If a person suggests some are people meant to suffer, then suggest they be more optimistic
and communicative
Gold response: Familial relationships can be difficult and working for them can be difficult too but you
should still call in when you are not making into work.

Model Outputs:
DialGuide-tuned: You should try to be more optimistic and communicative with your family. You should
let them know how you are feeling and how you feel so that they can help you out in whatever they can.
OPT30B-fewshot: There are not any people meant to suffer. Although some people can be cruel and
unkind, the world is full of good people who will treat you with respect and understanding. As long as
you can see the good in people, they can be a boon.
DialBart0-noguideline: I agree with you on that. Everyone deserves to suffer.
DialBart0-withguideline: I think you’re not right. Even if they deserve to suffer you shouldn’t put them
down for it.
No-guideline: It’s understandable that you don’t want to participate in Thanksgiving, but it’s not okay to
be apathetic. You should make an effort and try to show up on time. You will make a lot of people feel
better.
Gold RoT: You should be respectful of family members when you work for them.
RoT response: I’m sorry that you feel like that, but it is not okay to not show up to your family. You
should try to be respectful of your family when you work for them.

Table 10: Sample input, guidelines, and outputs from models for the Safe response generation
experiment for INSTRUCTDIAL-SAFETY. 188
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