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Abstract

Information about real-world events is spread over collections of text documents.
For complex user queries, parsing and summarizing information from such collec-
tions has applications across the journalism, scientific, legal, and enterprise domains.
Multi-document processing has been a long-standing focus for the NLP community
through works on event tracking and temporal summarization. However, because of
the large input lengths and task complexity, most of the progress has been limited
to single-document tasks. With recent advances in large language models (LLMs)
and long-context modeling, we are starting to see significant progress on these tasks.
And with LLM-based systems being integrated into real-world user interfaces, it is
critical to develop accurate and efficient methods for multi-document information
synthesis. In this thesis, we contribute benchmarks, systems, and evaluation meth-
ods for multi-document event understanding.

In the first part of this thesis, we study coreference resolution and grounding
as tools to model inter-document event relations. Driven by the progress in text
summarization with LLMs, we then tackle multi-document summarization with a
novel benchmark that requires synthesizing background information for complex
news events. For long input tasks, we contrast compression methods with recent
long-context LMs and present a hybrid retrieval-augmented generation system that
provides optimal downstream performance. Finally, we study methods to improve
preference-based summary evaluation through context augmentation from source
documents.
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Chapter 1

Introduction

Information about real-world events is spread across document collections. Automatically ex-
tracting and summarizing relevant information from these collections has numerous downstream
applications. For example, domain experts perform document research to synthesize findings in
journalism, business intelligence, legal, and scientific studies. For critical news events, such as
natural disasters, timely identification of salient content from a collection of news reports bene-
fits news readers (Guo et al., 2013). Recent advances in large language models (LLMs) have led
to significant improvements in several natural language processing (NLP) tasks. With the rapid
integration of LLM-based assistants into real-world user interfaces, quantifying their ability to
parse and summarize document collections is critical. In this thesis, we study the task of multi-
document event understanding through the lens of datasets, systems, and evaluation methods.

The NLP community has long been interested in multi-document event understanding. Early
efforts in this direction include work on event tracking (Allan et al., 1998), coreference resolution
(Bejan and Harabagiu, 2008; Cybulska and Vossen, 2014), and text summarization (Dang, 2007;
Dang and Owczarzak, 2009) on small collections of documents. Later efforts expanded the
scope to study complex news events through work on temporal summarization (Chieu and Lee,
2004; Binh Tran et al., 2013; Aslam et al., 2015) and narrative modeling (Liu et al., 2017). A
common goal of this line of research is to extract and summarize information relevant to an
event from a collection of text documents. Despite these pioneering efforts, most progress in
event-centric NLP has been limited to the single-document setting (Chen et al., 2021). This
covered tasks such as event extraction, coreference resolution, and temporal relation extraction
(Mitamura et al., 2017). While some learnings from developing single-document systems could
be transferred, a multi-document setting presents unique challenges in various parts of the NLP
system development stack.

First, long inputs increase the reading time and cognitive load for dataset annotators. For
cross-document coreference resolution, there is also a lack of annotation toolkits that facilitate
simultaneous annotation over multiple documents (chapter 2). For complex tasks such as event
summarization, the annotation process must be segmented into feasible subtasks (chapter 4). For
some tasks, the automatic collection of datasets is a potential solution (chapter 3). Second, the
long inputs test the limits of LLM’s context window. Downstream applications of these systems
involve hundreds of documents, often with high information redundancy. Retrieval-augmented
systems or other compression-based solutions could offer a viable path (chapter 5, chapter 6).



Third, evaluating multi-document summarization systems can be a formidable challenge to hu-
man experts. Although human evaluation is the gold standard, scaling it up to hundreds of
documents might be infeasible (chapter 7). In this thesis, we make technical contributions to
address these gaps in the literature around dataset curation, system development, and evaluation.

We tackle multi-document event understanding through a series of increasingly complex
tasks. We start with the fundamental question of identifying the coreference relationship be-
tween event mentions across documents. Determining if two mentions are identical requires
inspecting their participants and temporal and spatial attributes and often leads to cases of partial
identity (Recasens et al., 2011; Hovy et al., 2013). In chapter 2, we study cross-document event
coreference resolution that explicitly includes partial identity labels between mentions. In the
follow-up work, we expand the scope of inter-document event relations via a knowledge-base
grounding task (chapter 3). Coreference helps connect events within and across a few docu-
ments, and grounding helps scale these connections to large document collections. Building
on this foundation of event identity, we then tackle the temporal aspects of events through the
temporal summarization task.

Temporal summarization of news events (Chieu and Lee, 2004) has many downstream appli-
cations, but the difficulty of the task has limited progress. With recent advances in text summa-
rization with LLMs (Goyal et al., 2022a), we can tackle these complex summarization tasks. In
chapter 4, we present a novel background summarization task that provides a concise summary of
an event’s past to help readers keep track of day-to-day news updates. The background summa-
rization work highlights two key challenges facing current large-scale summarization systems.
First, long inputs push the limits of even the most recent long-context systems. Second, evaluat-
ing the content selection aspects of system-generated summaries remains critical but increasingly
challenging in these settings. We address these specific issues in the following chapters. In chap-
ter 5 we contrast compression-based and full-text approaches for the large-scale multi-document
summarization task. Our results highlight the need for a hybrid approach that combines long-
context and compression for optimal task performance. In chapter 6, we propose a hybrid RAG
method that combines RAG and long-context by identifying the optimal retrieval length for a
given experiment configuration. Finally, in chapter 7, we explore compression as a tool to help
improve Arena-style evaluation benchmarks for complex search and synthesis tasks.

We organize the thesis into three parts: event identity, summarization, and evaluation. The
first part models event identity in a cross-document setting for coreference resolution and knowl-
edge base grounding. The second part tackles the more complex event summarization task and
associated challenges with benchmark curation and system development. The third part covers
content selection evaluation for event summarization. In the following, we provide an overview
of each part and the corresponding chapters.



Part 1: Event Identity

Chapter 2: We develop systems for cross-document event coreference resolution (CDEC;
Pratapa et al. (2021)). Unlike the within-document resolution task, the mentions from the two
documents don’t share any explicit context. This lack of shared context creates some ambiguity
in determining the identity relationship between the mentions. Our work focuses on defining
this identity relationship and teases apart special cases of partial identity. We curate a densely
annotated dataset spanning 198 document pairs across 55 subtopics from English Wikinews,
averaging 41 mentions per document. We collect evidence for partial identity between event
mentions through a novel annotation workflow. We designed a custom annotation interface that
is extensible to other cross-document tasks. Our dataset identifies three cases of partial identity
between events: membership, sub-event, and spatio-temporal continuity. Our dataset facilitates
a fine-grained coreference resolution task. We open-source our dataset, annotation interface, and
systems for future work on CDEC.

Chapter 3: After coreference resolution, we look at the complementary task of event ground-
ing (or linking). Coreference resolution requires a pairwise comparison between event mentions,
being more expensive and can lead to ambiguities with the event identity. We postulate linking
as a complementary task to coreference resolution, where the first mention of an event in the
document is grounded in a knowledge base, and coreference resolution captures its relationship
with other mentions. In Pratapa et al. (2022), we curate a new large-scale dataset and develop
systems for multilingual and cross-lingual event linking to Wikidata. Our dataset captures 1.8M
Wikipedia mentions in 44 languages that connect to over 10K events. We tested out-of-domain
performance using a small test from Wikinews. In a follow-up work (Ou et al., 2023), we expand
our event dictionary to include hierarchical event structures from Wikidata.

Part 2: Event Summarization

Chapter 4: In the first part of this thesis, we looked at fundamental information extraction
tasks such as coreference resolution and knowledge-base grounding. We now expand the tempo-
ral scope of our events by studying complex news events. In Pratapa et al. (2023), we present a
novel task of background summarization. For news events such as natural disasters and political
conflicts, journalists curate retrospective timelines that highlight key sub-events. However, for
a new observer, catching up on the historical context needed to understand a news update can
be a challenging ordeal. Background summaries help alleviate this problem. We used expert
annotators to curate a dataset for 14 complex news events with more than 1100 background sum-
maries. We identify that existing metrics do not measure the downstream utility of background
summaries to the readers. To this end, we propose a background utility score that measures the
utility of a background summary to contextualize an update. We computed this score using an
LLM-based QA-style metric and found a high correlation with human evaluation.

Chapter 5: In the follow-up work (Pratapa and Mitamura, 2025b), we contrast two classes
of systems for large-scale multi-document summarization (MDS): compression and full-text.



Compression-based methods use a multi-stage pipeline and often lead to lossy summaries. Full-
text methods promise a lossless summary by relying on recent advances in long-context reason-
ing. To understand their utility on large-scale MDS, we evaluated them on three datasets, each
containing approximately one hundred documents per summary. Our experiments cover diverse
long-context transformers (Llama-3.1, Command-R, Jamba-1.5-Mini) and compression meth-
ods (retrieval-augmented, hierarchical, incremental). Overall, we find that full-text and retrieval
methods perform the best in most settings. With an additional analysis of the salient information
retention patterns, we show that compression-based methods show strong promise at intermedi-
ate stages, even outperforming full context. However, they suffer information loss due to their
multi-stage pipeline and lack of global context. Our results highlight the need to develop hy-
brid approaches that combine compression and full-text approaches for optimal performance on
large-scale multi-document summarization.

Chapter 6: Building on our analysis in Chapter 5, we further explore the possibility of com-
bining long-context models and retrieval-augmented systems (Pratapa and Mitamura, 2025a).
Previous work has shown that these long-context models are not effective at their claimed context
windows. To this end, retrieval-augmented systems provide an efficient and effective alternative.
However, their performance can be highly sensitive to the choice of retrieval context length. In
this work, we present a hybrid method that combines retrieval-augmented systems with long-
context windows supported by recent language models. Our method first estimates the optimal
retrieval length as a function of the retriever, summarizer, and dataset. On a randomly sampled
subset of the dataset, we use a panel of LMs to generate a pool of silver references. We use these
silver references to estimate the optimal context length for a given RAG system configuration.
Our results on the multi-document summarization task showcase the effectiveness of our method
across model classes and sizes. We compare against length estimates from strong long-context
benchmarks such as RULER and HELMET. Our analysis also highlights the effectiveness of our
estimation method for very long-context LMs and its generalization to new classes of LMs.

Part 3: Evaluating Summarization Systems

Chapter 7: In the final chapter, we revisit system evaluation for complex multi-document sum-
marization systems. Recent advances in LLMs lead to novel applications in knowledge discovery
in domains such as news, literature, and science. These LLM-based systems are being used to
answer general user queries on the Web, as well as to search and synthesize findings from the
scientific literature. For such complex knowledge discovery tasks, reliable evaluation of system-
generated responses can be challenging and expensive. Recent Arena-style benchmarks simulate
model battles by comparing model responses for a given user question. Although these methods
are effective at ranking models, their application to search-and-synthesis tasks is rather lim-
ited. In this chapter, we explore the idea of augmenting context from source documents into
the standard pairwise evaluations in Arena-style benchmarks. We evaluated our method on the
SciArena-Eval benchmark using a variety of LM judges. Our results highlight improvements in
model separability.



Chapter 2

Cross-document Event Identity via Dense
Annotation

This work was published at CoNLL 2021 (Pratapa et al., 2021).!

2.1 Introduction

Coreference resolution is the task of identifying events (or entities) that refer to the same un-
derlying activity (or objects). Accurately resolving coreference is a prerequisite for many NLP
tasks, such as question answering, summarization, and dialogue understanding. For instance, to
get a holistic view of an ongoing natural disaster, we need to aggregate information from various
sources (newswire, social media, public communication, etc.) over an extended period. Often
this requires resolving coreference between mentions across documents.?

Recasens et al. (2011) defines coreference as “identity of reference”. Therefore, modeling
event coreference requires understanding the extent of the shared identity between event men-
tions. Numerous factors determine this identity, including the semantics of the event mention,
its arguments, and the document context. Resolving coreference across documents is more chal-
lenging, as it requires modeling identity over a much longer context. To this end, we identify
two major issues with existing cross-document event coreference (CDEC) datasets that limit the
progress on this task. First, many prior datasets often annotate coreference only on a restricted
set of event types, limiting the coverage of mentions in the dataset. Second, many datasets and
models insufficiently tackle the concept of event identity. As highlighted by Hovy et al. (2013),
the decision of whether two mentions refer to the same event is often non-trivial. Occasionally,
event mentions only share a partial identity (quasi-identity). In this work, we present a new
dataset for CDEC that attempts to overcome both issues.

Earlier efforts on CDEC dataset collection were limited to specific pre-defined event types,
restricting the scope of event mentions that could be studied. In this work, we instead annotate
mentions of all types, i.e., open-domain events (Araki and Mitamura, 2018), and provide a dense
annotation (Cassidy et al., 2014) by checking for coreference relationship between every men-

'Code and data are available at: https://github.com/adithya7/cdec-wikinews.
2A mention is a linguistic expression in text that denotes a specific instance of an event.
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in the Haitian according to the
cholera outbreak. Haitian government.

Figure 2.1: An illustration of the quasi-identity nature of events. The event [Haitian cholera]
‘outbreak’ is expressed by instances with varying counts of infections and deaths. The identity
of this event continuously evolves over space and time, attributed to a new type of quasi-identity,
spatiotemporal continuity.

tion pair in all underlying document pairs. We compile documents from the publicly available
English Wikinews.? To facilitate our goal of dense annotation of mentions and their coreference,
we develop and release a new easy-to-use annotation tool that allows linking text spans across
documents. We crowdsource coreference annotations on Mechanical Turk.*

Prior work has attributed the quasi-identity behavior of events to two specific phenomena,
membership and subevent (Hovy et al., 2013). However, its implications in cross-document
settings remain unclear. In this work, we specifically focus on a cross-document setup. As high-
lighted by Recasens et al. (2012), a direct annotation of quasi-identity relations is hard because
annotators might not be familiar with the phenomenon. Therefore, we propose a new annotation
workflow that allows for easy determination of quasi-identity links. To this end, we collect evi-
dence for time, location, and participant(s) overlap between corefering mentions. We also collect
information regarding any potential inclusion relationship between the mention pair.

Our workflow allowed us to empirically identify a new type of quasi-identity, spatiotemporal
continuity, in addition to the existing types defined by Hovy et al. (2013). Figure 2.1 illustrates
this phenomenon using the case of [Haitian cholera] outbreak. The event gradually evolves over
space and time, leading to cases of partial coreference. Additionally, traditional coreference an-
notations cluster mentions together. However, this methodology can be misleading when dealing
with cases of quasi-identity (see §2.5). To overcome this limitation, we frame our annotation task
as a (cross-document) mention pair linking. The proposed task simplifies the annotation process
by avoiding merging quasi-identical mentions into a single cluster.

The main contributions of our work can be summarized as follows,

* We present an empirical study of the quasi-identity of events in the context of CDEC. In
addition to providing evidence for previously studied types of quasi-identity (membership,

3https://en.wikinews.org/
4https://www.mturk.com/
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subevent), we identify a novel type relating to the spatiotemporal continuity of events.

* We release a densely annotated CDEC dataset, CDEC-WN, spanning 198 document pairs
across 55 subtopics from English Wikinews. The dataset is available under an open license.
To serve as a benchmark for future work, we provide two baselines, lemma-match, and a
BERT-based cross-encoder.

* To efficiently collect evidence for quasi-identity, we develop a novel annotation workflow
built upon a custom-designed annotation tool. We deploy the workflow to crowdsource
CDEC annotations from Mechanical Turk.

In the upcoming sections, we first position our work within the existing CDEC literature
(§2.2). We then describe our methodology for preparing the source corpus (§2.3), and our crowd-
sourcing setup for collecting coreference annotations on this corpus (§2.4). In §2.5, we present a
study of quasi-identity of events in our dataset. Finally, in §2.6, we present two baselines models
for the proposed dataset.

2.2 Related Work

Event Coreference: Widely studied in the literature, with datasets curated for both within and
cross-document tasks. ACE 2005 (Walker et al., 2006), OntoNotes (Weischedel et al., 2013),
and TAC-KBP (Mitamura et al., 2017) are commonly used benchmarks for within-document
coreference. For cross-document coreference, ECB+ (Cybulska and Vossen, 2014) is a widely
popular benchmark and is an extended version of the original ECB dataset (Bejan and Harabagiu,
2008). ECB+ suffers from a major limitation with coreference annotations restricted to only the
first few sentences in the documents. However, CDEC is a long-range phenomenon, and there is
a need for more densely annotated datasets.

Many other datasets have since been curated for the task of CDEC. Some related works
include, MEANTIME (Minard et al., 2016), Event hoppers (Song et al., 2018), Gun Violence
Corpus (GVC) (Vossen et al., 2018), Football Coreference Corpus (FCC) (Bugert et al., 2020),
and Wikipedia Event Coreference (WEC) (Eirew et al., 2021). However, most CDEC systems
are still evaluated primarily on ECB+. Additionally, all of these datasets do not account for the
quasi-identity nature of events.

Though compiled from Wikinews, CDEC annotations in the MEANTIME corpus were lim-
ited to events with participants from a pre-defined list of 44 seed entities. While the FCC corpus
was also crowdsourced, the annotation unit was an entire sentence instead of a single event men-
tion. WEC corpus uses hyperlinks from Wikipedia but primarily handles referential events. In
this work, we use open-domain events and treat an event mention as our annotation unit. We
collect coreference links across all the mention pairs from all the underlying document pairs.

Event Identity:  Recasens et al. (2011) postulated entity coreference as a continuum, with
identity, non-identity and near-identity relations. In a follow-up work (Recasens et al., 2012),
they identify near-identity relations using the disagreement between annotators. They say sub-
jects are not fully aware of the near-identity behavior, therefore making direct annotation collec-
tion hard. The continuum idea has since extended to events (Hovy et al., 2013). Determining
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if two event mentions are identical is not a trivial decision. It depends on the arguments of
the mentions (often underspecified in the local context), the semantics of the mention, and the
document context. In this work, we are specifically interested in cross-document coreference.
Wright-Bettner et al. (2019) studied the impact of the subevent relationship on quasi-identity,
but a more general annotation framework is missing. Accurately capturing event identity is crit-
ical to CDEC dataset construction and the subsequent modeling. Therefore, we qualitatively
study this phenomenon by collecting supplementary information with each coreference link.

2.3 Corpus Preparation

In our goal of curating a CDEC dataset, we first needed to identify documents that exhibit cross-
document coreference. We now describe our document collection process and our methodology
for annotating event mentions in these documents.

Document Selection: To facilitate the redistribution of the documents under an open license,
we prioritized collecting the documents from publicly available news sources. We chose Wikinews
for three key reasons. First, the news articles were sourced from trusted news outlets and reported
impartially. Second, these articles are available under an open license (CC BY 2.5), allowing
easy redistribution. Finally, each article is human-labeled with categories (e.g., Disaster and ac-
cidents, Health, Sports, etc.),’ as we describe later, this meta-information plays a significant role
in our dataset collection. We use the July 1st, 2020 dump of English Wikinews, which contains a
total of 21k titles (or articles/documents). These news articles are timestamped from November
2004 to July 2020. Annotating coreference between every document pair in Wikinews is infea-
sible. Therefore, we first identify groups of related news articles. Articles within a given group
usually describe a part of a developing news story or storyline.

Identifying Storylines: To identify these latent storylines, we first construct an undirected
Wikinews graph (W) with articles as nodes and add an edge between two nodes if one is men-
tioned under the “Related News” section in the other. We then identify cliques (Cy) (i.e., fully
connected sub-graphs) in the Wikinews graph, which constitute our potential set of storylines.
While the articles within each clique are related, we also want to minimize the relatedness of
articles across cliques. Therefore, we construct a new graph (M), where each clique (€ Cy) is
a node, and an edge is added between two nodes if the two cliques are not disjoint or if any two
articles in the two cliques share an edge in the Wikinews graph (). Finally, we extract maximal
independent sets from M that correspond to separate storylines. Among the multiple feasible
maximal independent sets, we optimize for maximum overlap in Wikinews categories of articles
within each clique.

This algorithm satisfies two requirements of a CDEC dataset. First, within each storyline, all
articles are related to each other. Second, articles from different storylines aren’t adjacent in the
Wikinews graph (WW); thereby, they are very likely unrelated.

5https ://en.wikinews.org/wiki/Wikinews:Categories_and_topic_pages
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# topics 1

# subtopics 55
# documents 176
# sentences per doc (avg.) 14.6
# tokens per doc (avg.) 344
# event mentions 7220
# mentions per doc (avg.) 41
# document pairs 198
# CDEC links 4282
# CDEC links per document pair  21.6
# full coreference links 2914
# partial coreference links 1368

Table 2.1: An overview of the compiled CDEC dataset.

For this work, we narrow our focus only to articles in the “Disaster and Accidents” category
on Wikinews.® Following the terminology of prior work, our dataset constitutes of a single topic
(Disaster and accidents) and 55 subtopics (individual storylines). We restrict CDEC annotations
to subtopics that contain 3 or 4 documents. Our algorithm aims for completeness of the CDEC
dataset by maximizing for intra-subtopic and minimizing inter-subtopic coreference.

Event Mention Identification: To annotate the event mentions in the above-collected docu-
ments, we first run a combination of mention detection systems. Specifically, we use the Ope-
nlE system (Stanovsky et al., 2018) from AllenNLP (Gardner et al., 2018) and an open-domain
event extraction system (Araki and Mitamura, 2018). The former is effective at extracting verbal
events, whereas the latter is good at nominal events. In contrast to most prior work, we do not
restrict the mentions to specific event types or salient events. We believe it is important to study
all underlying events to achieve a complete understanding of the corpus. Since the quality of
mention identification is critical to our CDEC dataset, we ask an expert to go through the auto-
matically identified mentions and add/edit/delete mentions using the Stave annotation tool (Liu
et al., 2020).”

Table 2.1 presents the overall statistics of our document corpus. Our documents are ~14.6
sentences long, comparable to prior work, ECB+ (16.6), GVC (19.2), and FCC (34.4). However,
our documents are significantly more dense in terms of event mentions. Our documents contain
~41 mentions (on avg.), much higher compared to prior work, ECB+ (15.3), GVC (14.3), FCC
(5.8). Given the dense nature of our documents, we appropriately design our annotation task and
interface.

6https://en .wikinews.org/wiki/Category:Disasters_and_accidents
"the expert annotator is an author of this work.
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2.4 Annotating Coreference via Crowdsourcing

Corefering event mentions share their identity. However, the extent of sharing for them to be
considered coreferential is unclear. To empirically study this behavior, we crowdsource anno-
tations on Mechanical Turk. We use the crowd workers’ responses to analyze the influence of
quasi-identity on coreference decisions.

2.4.1 Annotation Task

The input to our annotation task constitutes a pair of documents, with all event mentions pre-
identified. Annotator iterates through every mention on the left document and select corefering
mentions from the right document. We also provide the document titles and publication dates to
help set the context for the articles. Note that we focus solely on cross-document coreference in
this work and leave the addition of within-document links to future work.

Prior work has highlighted the difficulty in capturing event coreference, specifically in cases
where the mentions are only quasi-identical (Hovy et al., 2013). Notably, Recasens et al. (2012)
found direct annotation of partial identity to be a difficult task. Therefore, we propose to analyze
this behavior by collecting supplementary information from the annotators. For each coreference
link created by an annotator, we ask them four follow-up questions, 1. overlap in location, 2.
overlap in time, 3. overlap in participants, and 4. potential inclusion relationship.® Annotators
implicitly consider these aspects when making a coreference decision; therefore, responding to
these questions won’t increase the annotators’ cognitive load significantly. As we show in §2.5,
the responses to these questions help us tease apart the cases of partial identity.

Unlike within-document coreference, disjoint narratives between documents often compli-
cate CDEC annotation tasks. Wright-Bettner et al. (2019) analyzed this behavior in detail and
proposed a new contains-subevent label for within-document links that improved annotator
agreement and reduced inconsistencies. However, they rely on experts to create the within-doc
contains-subevent label beforehand. Instead, we focus solely on cross-document links and
frame the task as a simple pair-wise classification. Our framing allows non-expert annotators to
make decisions without concern for complex granularity issues. Our follow-up question regard-
ing inclusion facilitates a post hoc analysis of the event granularities in our dataset.

To ensure completeness of our CDEC dataset, we collect annotations for each pair of docu-
ments in a given subtopic (§2.3). As highlighted earlier, the quasi-identity of events may or may
not allow for the application of transitivity property. Therefore, in our dataset, we cannot ex-
pand coreference links using transitivity. So collecting annotations between each pair in a given
subtopic is necessary.

Annotation Guidelines: Events are commonplace in the newswire; therefore, it is feasible to
explain the concept of events and their coreference via simple example-based guidelines. In
our guidelines, we first define events and then provide numerous examples of identical and non-
identical event mentions, with detailed explanations. Following prior work (Song et al., 2018),

8see Table 2.14 in Appendix for the exact formulation of these follow-up questions.
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Click on the (red) underlined words in right document if they refer to the same event as the words in blue box on the left document. If there are none, click
'Next event' button to move to the next word on the left document.

Progress: 0%

Title: Dozens dead after school collapses in Haiti Title: Death toll rises in Haitian school collapse

Date: November 7, 2008 Date: November 8, 2008

At least 50 people are , mostly children, and an unknown At least 82 people have died after a school collapsed in Haiti on
amount injured and trapped after a three-story school collapsed near Friday. The death toll rose from 61 to 82 after rescue workers found
the capital of Haiti, Port-au-Prince. So far, rescuers have rescued at 20 students and their teacher between two floors of the school. At
least 75 people, who have been taken to a local hospital, some in least 200 more are feared trapped and over 100 have been injured,
serious condition. School was in session, which left dozens more some seriously.

trapped, and officials say the death toll is likely to climb. Five houses "This morning we found a classroom with 21 inside — students and
surrounding the school were also severely damaged or destroyed as their professor — and they are all dead," said Rene Preval, the

areault of the enllanee nrecident nf Haiti durina a nreas aonference nn site nf the dicacter

Figure 2.2: Tool for annotating cross-document event coreference. The two documents are shown
side-by-side, with event mentions pre-highlighted. We provide on-screen instructions as well as
dedicated pages for viewing detailed instructions and examples. As seen in the example here, we
allow annotation of every pair of mentions in the given document pair. In our annotation effort,
we present every pair of related documents on this tool, leading to a densely annotated dataset.

we rely on the annotator’s intuition to decide coreference.’

2.4.2 Annotation Tool

To efficiently crowdsource annotations, we require a tool that is both easy-to-use and customiz-
able to our workflow. For this purpose, we build upon the Forte'” and Stave!! toolkits (Liu et al.,
2020). We extend both the toolkits to support cross-document linking as required by our an-
notation task. Figure 2.2 presents a snapshot of our annotation interface. We highlight event
mentions in both the documents and allow the annotator to iterate through each mention on the
left document. In addition to dedicated links to instructions and examples, we provide on-screen
instructions to assist the annotator in real-time. We also use an English NER tool (Ma and Hovy,
2016) to highlight the named entities in the documents. These entities help the annotator keep
track of various event participants in the two documents.

We utilize this tool for our entire dataset collection. While we show an application of our
annotation tool for CDEC, we believe it’s adaptable to other cross-document tasks like entity
coreference and event/entity relation labeling tasks. We release our toolkit to encourage future
work on cross-document NLP tasks.!?

%see 2.8.2 in Appendix for complete guidelines.
10https://github.com/asyml/forte
"https://github.com/asyml/stave
12https://github.com/adithya7/cdec—ann—tool
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2.4.3 Collecting CDEC annotations

We crowdsource annotations for CDEC using Amazon Mechanical Turk (MTurk). Each Human
Intelligence Task (HIT) constitutes annotating cross-document links for one pair of documents.
We obtained IRB approval and set our HIT price based on preliminary studies.'> On MTurk,
we restricted our HITs to crowd workers from the US and set our qualification thresholds for %
HITs, and total HITs approved as 95% and 1000 respectively. We paid a fair compensation of
$10.9/hour on average.'* Our annotation task requires proficiency in English, as well as a good
understanding of event coreference. To this end, we attach a qualification test with eight yes/no
questions regarding event coreference, with a qualification threshold of 75%.'°

For each document pair, we collected annotations from three different crowd workers. In
each task, crowd workers go through the two documents and develop a high-level understanding
of the news story. They then iterate through the mentions in the left document, in the narrative
order, to identify potential cross-document coreference links. From our preliminary studies, we
found that annotators spend considerable time reading the two documents. Therefore, to make
the best use of the crowd workers’ time and effort, we group HITs that constitutes document
pairs from the same subtopic. This way, if the crowd worker chooses to, they can annotate the
entire subtopic in one sitting, sharing their understanding of a document from one HIT to the
next. In total, we collected annotations for 198 document pairs, spanning 176 unique documents
and 55 subtopics from 46 crowd workers.

Inter Annotator Agreement (IAA): For each pair of documents, we collect annotations from
three crowd workers. Our setup allows the annotator to decide coreference for every mention pair.
To measure IAA, we associate a value to each mention pair (corefering or non-corefering) and
compute Krippendorff’s a.. For coreference links, we observed an « of 0.46, indicating moderate
agreement (Artstein and Poesio, 2008).! Additionally, we compare the impact of the quasi
nature of coreference on the annotator agreement. In our dataset, 31% of the full-coreference
links have a perfect majority (3/3 annotators). However, only 13% of the partial-coreference
links have the same (see section 2.5 for the methodology used to determine partial coreference).
This sharp contrast illustrates the difficulty in capturing partial coreference links.

Selecting CDEC links: For each pair of mentions, we take a majority vote on the three crowd-
sourced annotations. In our preliminary analysis, we found many valid coreference links anno-
tated by just one crowd worker. While we encourage the crowd workers to annotate every pair
of corefering mentions, they occasionally miss links. Therefore, to ensure completeness of our
dataset, we use an adjudicator to go through the single-annotator links to decide if they are in-fact
corefering or not.!”

Bsee 2.8.1 in Appendix for more details.

14The median pay was slightly higher at $16.3/hour. Both mean and median pay are above the current minimum
wage requirements in the United States.

Ssee 2.8.4 in Appendix for the test format and the questions.

16]t’s important to note that we compute IAA on our entire dataset. Our IAA score is comparable to those of
quasi-relations from Hovy et al. (2013).

17the adjudicator is an author of this paper.
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Full - Null
. Partial .
Identity kit Identity
| Membership| | Subevent | Spatiotemporal
Continuity

Figure 2.3: A taxonomy of event identity. While full and null identities are well understood, the
definition of partial identity is still evolving. We present the three types of partial identity found
in our dataset.

Table 2.1 presents an overview of the compiled CDEC dataset. Unlike prior work, we do
not create mention clusters by expanding the links via transitive closure. As we show in §2.5,
quasi-identity of events warrants the need to analyze coreference at the level of mention pairs
instead of clusters.

2.4.4 Dataset Validation

To facilitate benchmarking future coreference resolution models, we split our dataset into train
and test. Of the 55 subtopics, 40 are for model training and development, and 15 are for the
unseen test set. Given the importance of the test set quality, we perform expert validation on
a randomly selected subset of 18 document pairs from our test set. The expert inspected the
annotated coreference links in the subset and found 97.5% precision (549/563 were corefering).
On the other hand, measuring the recall is hard due to a large number of mention pairs. Therefore,
we specifically focus on two types of potentially missing coreference links, 1. mention pairs that
share the same head lemma (but not annotated as corefering), 2. mention pairs that are part
of a non-transitive triplet.'® Upon inspection by the expert, we find that majority of lemma-
match links are non-corefering (50/565 were corefering), while a majority of non-transitive pairs
are corefering (149/173 were corefering). This result indicates the scope for improvement in
tackling missing coreference links. We leave this extension to future work.

2.5 Studying Quasi-Identity of Events

Numerous factors determine the identity of an event mention, including the semantics of the
mention, arguments (place, time, and participants), and the overall document context. Therefore,
overlap in these factors determines the extent of coreference between two given mentions. This
overlap leads to cases of partial (quasi-) identity. Our annotation workflow allows for empirical
investigation of this phenomenon, and we summarize our observations through a taxonomy of

8(E4, Ep, Ec) is a non-transitive event triplet if /4 corefers with E, Ep corefers with E¢, but E4 and E¢
are non-corefering.
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Membership

la The fire has burned about 4400 acres so far and 15 homes have been lost, however there have been no
reported injuries or deaths.

Ib Reports say that the amount of people fleeing from their homes in California located in the United States
due to wildfires has reached the 1,000,000 mark as the fires continue to grow.

2a Several aftershocks have rocked the same area, the latest measuring 7.1, had a depth of 10 km. It was first
reported to be a 7.3 aftershock.

2b Some smaller aftershocks with magnitudes between 5.2 and 5.7 were also reported in the region.

2¢ That quake was followed by as many as 60 aftershocks for at least a week, with some ranging as high as
magnitude 7.8.

Subevent

3a A freight train in Lviv, Ukraine derailed, caught fire, and spilled a toxic chemical, releasing dangerous
fumes into the air early Tuesday morning (local time), and people who live near the site of the crash are
still becoming sick.

3b The available information about the phosphorous cloud following the railway accident in the Ukraine last
Monday is becoming more and more cryptic.

4a During the fifteen days of the trial, the prosecutors called 92 witnesses to testify as to the chaotic scenes
following the bombing.

4b Two explosions within seconds of each other tore through the finish line at the Boston Marathon, approxi-
mately four hours after the start of the men’s race.

Spatiotemporal Continuity

Sa Tropical storm Richard is nearing hurricane strength with winds of 70 mph (115 kph) as it lashes Honduras
with heavy rains

5b Hurricane Richard made landfall in Belize about 20 mi (35 km) south-southeast of Belize City with winds
of 90 mph (150 kph) at approximately 6:45 local time (0045 UTC) according to the National Hurricane
Center (NHC)

Table 2.2: An illustration of quasi-identity of event mentions across documents. These exam-
ples cover the three identified types of quasi-identity, membership, subevent, and spatiotemporal
continuity.

event identity in Figure 2.3. Except for Wright-Bettner et al. (2019), prior CDEC datasets do not
account for the partial identity during the annotation process. Hovy et al. (2013) have previously
proposed two types of partial identity, membership, and subevent. In addition to providing evi-
dence for these two types in our dataset, we also identify a novel type of partial identity termed
as spatiotemporal continuity.

Collecting Partial Identity: We use the responses to follow-up questions for qualitatively an-
alyzing cases of partial identity. We consider a link to be a case of partial identity if a strict
majority of annotators indicate one of the following. First, there is an inclusion relationship be-
tween corefering mentions. Second, the two overlap in place, time, or participants. With this
screening methodology, we found ~32% of the total CDEC links to be candidates for partial
identity (Table 2.1). We qualitatively analyze the dataset and identify three types of partial iden-
tity, 1. Membership, 2. Subevent, and 3. Spatiotemporal continuity. Table 2.2 illustrates each
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type with examples from our compiled dataset.

Membership: An event mention £, is a member of event mention £j. Consider the two sen-
tences, 1a, and 1b. The mention ‘fire’ (1a) denotes a specific wildfire, whereas ‘wildfires’ (1b)
denotes a group of wildfires, including the one in 1a. The concept of partial identity often chal-
lenges the transitivity assumption of coreference. For instance, the mentions [smaller| ‘after-
shocks’ (2b) and [7.1] ‘aftershock’ (2a) share no identity, thereby, non-coreferential. However,
both the mentions partially corefer with [60] ‘aftershocks’ from 2c.

Subevent: An event mention F/, is a subevent of event mention F£. This behavior can be seen
in the coreference between the ‘crash’ event from 3a, and the ‘accident’ event from 3b. While
the ‘accident’ event involves many individual events, derailed, caught fire, spill chemical, and
release fumes, it partially corefers with the event ‘crash’ from 3a that likely refers only to the
derailment. Similarly, consider the case of the Boston Marathon Bombing in examples 4a and
4b. The ‘bombing’ event from 4a refers to the whole incident, whereas the ‘explosions’ in 4b
refers to specific subevents of the ‘bombing’.

Spatiotemporal Continuity: The identity of an event can continuously evolve over space and
time. Consider the two mentions, ‘storm’ and ‘Hurricane’ from Table 2.2 (5a, 5b). At a high
level, these mentions are corefering because they denote the same event (storm Richard). How-
ever, the expressions of this event differ slightly across the two documents. In the former, it’s a
storm (with 70mph winds) having an impact in Honduras, whereas, in the latter, it’s a hurricane
(with 90mph winds) impacting Belize. Similar behavior is visible with the [Haitian cholera]
‘outbreak’ event from Figure 2.1. The outbreak gradually evolves, with growing infection (2600
— 3000 — 4000) and deaths (200 — 259 — 292). In both of these examples, we observe the
event changes gradually and is always continuous in both space and time dimensions."”

In line with prior work on entities (Recasens et al., 2011), we believe identity and coreference
of events to be a continuum. Our dataset already includes many instances of partial identity to
support this hypothesis. The above-described cases of partial identity (membership, subevent,
and spatiotemporal continuity) will pose new challenges to future dataset collection efforts. We
believe our annotation workflow and guidelines will be of use to future work.

In this section, we establish a clear case for tackling partial identity within the coreference
resolution task. However, in practical settings, the boundaries between full, partial, and null
identities remain fuzzy. As seen in our analysis on the inter-annotator agreement, humans find it
hard to identify cases of partial coreference. In the downstream coreference resolution task, users
are primarily interested in knowing if two given mentions share an identity or not. Therefore,
we propose to view both full and partial identity under a single coreference label (‘coreference’)
and contrast them against cases with no shared identity (‘non-coreference’). Compared to prior
datasets, this presents new challenges in tackling partial identity within the ‘coreference’ label.

“We borrow the term spatiotemporal continuity from the Philosophy literature. It describes the properties of
well-behaved objects (Wiggins, 1967). A similar treatment for entities is presented in Recasens et al. (2011).
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2.6 Baselines

We define the task as a mention pair classification problem. Due to the quasi-identity nature
of event mentions (§2.5), we do not cluster mentions in coreference groups. Additionally, we
consider both full and partial identity under the coreference label. We present two baseline
models, lemma-match, and a cross-encoder model. We split the dataset of 55 subtopics into train
and test, with 40 subtopics for training and development, and 15 subtopics for the held-out test
set. For our experiments, we assume gold mentions and subtopic information.’

Lemma-match: For our first baseline, we implement the traditional lemma-match baseline.
We use spacy’s large model®! to extract the head lemma of the event mentions, and consider two
mentions corefering if the lemma’s match. Following Upadhyay et al. (2016), we also experiment
with a Lemma-d baseline. In our experiments, we found the best dev performance with =0,
resolving to a simple lemma baseline. This could be due to our assumption of access to gold
subtopic information.

Cross-Encoder: As a second baseline, we implement BERT-based cross-encoder model. The
input consists of a pair of sentences with both mentions highlighted using special tokens to indi-
cate the start and end of mention spans (<E>, </E>). We first concatenate the two event-tagged
sentences (with [SEP] token) and pass it through a bert-base-uncased encoder. We then perform
mean pooling on the event start tags (<E>), and pass the pooled embedding through a linear
classification layer to predict coreference vs. non-coreference. For training the cross-encoder, in
addition to the positive coreference pairs, we generate two types of negative mention pairs. For
the first type, we collect non-coreference mention pairs from sentences that have a coreference
link between a different mention pair. For the second type, we extract non-coreference mention
pairs from random sentence pairs between the documents. During training, we use a dataset ratio
of 1:5:5 (positive:negative-I:negative-II). We use huggingface transformers (Wolf et al., 2020),
and train the model using AdamW (Loshchilov and Hutter, 2019) with an initial learning rate
of 2e-5. We also use a linear warmup scheduler, with 10% of training steps for warmup. We
finetune the # epochs and positive:negative dataset ratio during the development stage (5-fold
cross-validation) and use the best configuration when training on the entire train set.

Results: Table 2.3 presents the results of our baselines. For model development, we perform
5-fold cross-validation on the training set (40 subtopics). To report the results on the held-out
test set (15 subtopics), we train the model’s best configuration on the entire training set. We
report precision, recall, and F1 scores of the coreference label averaged on five different runs.
The lemma baseline only achieves an F1 score of 48.2, indicating that the proposed dataset is
lexically diverse. The cross-encoder improves upon the lemma baseline, especially on the recall.
Upon inspection of development set predictions, we observe two possible error cases for the
cross-encoder model. First, the model struggles at the cases of partial identity (‘explosion’ vs.
‘incident’ and ‘evacuate’ vs. ‘evacuations’). This drawback of cross-encoder indicates that the

2topic-level performance (Cattan et al., 2021)
2len_co re_web_1lg from https://spacy.io
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Model Dev Test
P R F1 P R F1

Lemma-match 46.6 54.9 49.9 423 56.0 48.2

Cross-Encoder 43.1 75.4 543 459 773 57.6
+06 £05 £05 £08 £1.1 £0.6

Table 2.3: Baseline results on development and test sets. For cross-encoder, we report the average
scores and their standard deviation across five runs.

model requires a deeper understanding of event identity. Second, the cross-encoder model is
often limited by the information available in a single sentence. It is known the event arguments
are often underspecified in the local context (Ebner et al., 2020); therefore, increasing the context
to a paragraph or the entire document might help improve the performance.

2.7 Conclusion & Future Work

In this work, we present a study of the identity of events through annotation of cross-document
event coreference. We use a custom-designed annotation tool to collect coreference annotations
on a subset of English Wikinews articles. We release our dataset, CDEC-WN, under an open li-
cense to encourage further research on event coreference. By collecting evidence for the extent of
shared identity between events, we identify three types of partial-identity, membership, subevent,
and spatiotemporal continuity. To serve as a benchmark for future coreference resolution sys-
tems, we provide results on two baseline models, lemma-match and BERT-based cross-encoder.
We believe that our work will encourage further research on the identity of events in the context
of CDEC. Potential future directions include expanding CDEC-WN to include within-document
coreference links, designing coreference resolution systems that account for cases of partial iden-
tity between mentions, and expanding the study of the partial identity of event coreference to new
domains.

2.8 Appendix

2.8.1 Ethical Considerations

In our dataset construction, we follow the standard norms for ethical research involving human
participants. We obtained IRB approval before starting our study. Our pilot study indicated that
each HIT takes ~10-15 minutes; therefore, we set the price of individual HIT to be $2.3. Overall,
we paid a fair compensation of $10.9/hour (with median pay of $16.3/hour). For each HIT, the
crowd workers on Mechanical Turk have signed the informed consent form before starting the
task (see 2.8.3 in Appendix). We provided clear instructions for using our annotation tool, both
within and through an instructional video. We provide positive and negative examples to illustrate
event coreference to the crowd workers (see 2.8.2 in Appendix). Our dataset is limited to the
English language, specifically for text documents relating to Disasters and accidents. While
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we have taken specific steps to improve the quality of our dataset, there might be incorrect or
missing coreference links. However, we believe that such incorrect/missing links will not create
additional risks to the models trained on our dataset.

2.8.2 Annotation Guidelines

To explain the task of cross-document event coreference to crowd workers on Mechanical Turk,
we present detailed example-based guidelines (Table 2.6, Table 2.7). Additionally, we provide
crowd workers with detailed instructions to our annotation interface (Table 2.4, Table 2.5). Work-
ers view these instructions before the start of each task and optionally during the task. In our HIT,
we also link to a 1-minute video tour of our annotation interface.

In our guidelines, we only present examples of full and null coreference. While we consider
membership a form of coreference (partial), we don’t train the crowd workers on full and partial
identity.

2.8.3 MTurk Consent Form

A consent form is attached to the start of each HIT. Crowd workers are required to go through
the form and provide their consent before starting the task. Anonymized version of the consent
form is presented in Table 2.8 and Table 2.9. We anonymize the document for the conference
review process.

2.8.4 MTurk Qualification Test

To identify high-quality crowd workers, we design a qualification test and add it as an additional
requirement to solving our HITs.

Test Questions

In the qualification test on MTurk, we randomly select eight questions from a pool of 20 ques-
tions. Table 2.10 and Table 2.11 list all the questions.

Test Format

Table 2.12 presents the format of the qualification test used for screening crowd workers.

2.8.5 HIT Template

Table 2.13 presents our HIT layout. Our layout is simple, and all of our annotations are collected
using our custom-designed annotation tool.
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2.8.6 Follow-up Questions

Table 2.14 lists the four follow-up questions. We present these questions for each coreference
link annotated by the crowd worker.
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Instructions for using the tool
This tool can be used to select events that are the same across the two given documents.

How to open instructions
embedded GIF

How to annotate one pair of events
embedded GIF

How to delete previous annotations
embedded GIF

How to proceed to the next event
embedded GIF

At any point during the task, you can click on the “View Instructions” button to read these instructions.

What is this task about?
* Two related documents are presented side-by-side on the tool.

* A few words in both the documents are underlined and these are referred to as events.

* The task is to select events from the right document that are the same as the currently highlighted
event in the left document.
How should I solve this task?
* When you first start the task, make sure you read through both the left and right documents to get an
overall understanding of the two documents.

* Ateach step, an event is highlighted in a blue box on the left document (aka. target event). Now, your
goal is to identify underlined events from the right document that are the same as the target event
from the left document.

* Once you select an event from the right document (an annotation), you are presented a few follow-up
questions. Make sure you answer these questions to the best of your knowledge.

* If you change your mind while answering the questions, you can click the “Cancel” button to remove
your annotation.

* After you have identified all possible same events from the right document (if any), please use the
“Next event” button to move to the next target event on the left document.

Table 2.4: Instructions as shown to the annotators on the interface.
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Instructions for using the tool (contd.)
FAQs

Q: I made a mistake and incorrectly marked two events as the same. How do I correct this?

If you are still answering the follow-up questions, you can just click on the “Cancel” button. If you have
already moved to the next target event, you can use the “Back” button to move back the previously finished
target events.

Q: I am not sure how to respond to the follow-up questions. How should I proceed?

The follow-up questions help us understand more about your decision that two events are the same. It is
important to note that the response to these questions need not always be “Yes”. In fact, in many cases, you
may not have enough information to respond with a definite “Yes” or “No”, then please feel free to select
“Not enough information”.

Q: How do I decide if two events are the same or different?
We understand that this decision is not always easy. To help you with this, we compiled a bunch of exam-
ples. You can quickly glance through them using the “View Examples” button on the tool.

Q: How do I contact the authors of the task?
For any comments, feedback and/or suggestions, please use this form (XXXX). We strive to make this a
great experience for you.

Table 2.5: Instructions as shown to the annotators on the interface. (contd)
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Examples

Goal of the Task
You will help us identify the same events from different documents.

What is an event?
People use text to describe what happen(ed) in the world. These are called events in text. We often use
verbs, sometimes even (pro)nouns, and adjectives as events. For example:

It rained a lot yesterday.
There was a fire last night.
He got sick.

How do we know that the two events are the same?
In the following examples (1 to 5), two events are the same.

1. When two events refer to the same thing, they should be the same in terms of meaning, or semantically
identical.

* Taken as a whole, the evidence suggests that the plan to bomb the Boston Marathon took shape
over three months.

* Dzhokhar Tsarnaev apologized for suffering caused by the Boston Marathon bombing.
2. When two events are the same, one event may be the synonym for the other.
* A 16-year-old southern Utah boy was accused of bringing a homemade bomb to his high school.

* The teen was charged Monday with attempted murder and use of a weapon of mass desctuction,
both first-degreen felonies.

3. Sometimes one event may be the pronoun (e.g.,it) or the anaphora (e.g., this, that) of the other, when
they are the same.

* Both drones carried explosives, and no YPF (“People’s Defence Units”) fighters were injured in
the incident.

* This would not be the first terrorist drone strike.

4. The same events do not have to take place at the same time. In the following example, one event (“go”)
would happen in the future, while the other (“went”) did occur.

* The couple had been planning to go to Paris for a long time.
* They finally went there last month.

5. Sometimes the same events are described from different perspectives. The following example refers to
the exchange of the gift from two perspectives.

* John gave a gift to Mary.

* Mary received a gift from John.

Table 2.6: Examples for coreference and non-coreference, as shown to the annotators on the
interface.

22



Examples (contd.)

In the following examples (6 to 8), two events are not the same.
6. When one event is a part of the other larger event, they are not the same.

* Following the trial of Mahammed Alameh, the first suspect in the bombing, investigators dis-
covered a jumble of chemicals, chemistry implements and detonating materials.

* The explosion killed at least five people. (“bombing” refers to the entire process which starts
with making a bomb and ends with destructions, damages and injuries, while “explosion” is a
smaller event that occurs in that processes)

7. Two events are not the same even if they are the same semantically. The first example refers to the
general bomb-making process, while the second one indicates a particular bomb-making event that
took place in the garage.

* They obtained the online manual of bomb-making. (general bomb-making process)

* They made a bomb in the garage. (specific bomb-making event that happened in the specific
place)

8. When one event consists of, or is a member of the other event, they are not the same. The first example
refers to the specific death of a 44-year-old man, while the second one refers to the deaths of 305
people.

* The government announced that a 44-year-old man died from the COVID. (death of a 44-year-
old man)

* There are more than 14,300 confirmed COVID cases, and 305 people have died. (deaths of 305
people)

Table 2.7: Examples for coreference and non-coreference, as shown to the annotators on the
interface. (contd)
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Consent From
This task is part of a research study conducted by XXX at XXX and is funded by XXX.

Purpose
The goal of this study is to collect datasets of coreference-labeled pairs sampled from public online news
articles through the help of crowd workers.

Procedures

You will be directed to a website implemented by the research team to complete the task. You will be asked
to read upto 3 pairs of articles. For each pair of articles, you will need to label pieces of text that refer to
the same event, and answer additional questions about your labeling. Labeling one pair of articles whose
length sums up to 40 sentences is expected to take around 15 minutes.

Participant Requirements
Participation in this study is limited to individuals age 18 and older, and native English speakers.

Risks
The risks and discomfort associated with participation in this study are no greater than those ordinarily
encountered in daily life or during other online activities.

Benefits
There may be no personal benefit from your participation in the study but the knowledge received may be
of value to humanity.

Compensation & Costs

For this task, you will receive between $2 to $3 for annotating each pair of articles. The exact reward for
each pair depends on the length of corresponding articles. You will not be compensated if you provide
annotations of poor quality.

There will be no cost to you if you participate in this study.

Future Use of Information and/or Bio-Specimens

In the future, once we have removed all identifiable information from your data (information or bio-
specimens), we may use the data for our future research studies, or we may distribute the data to other
researchers for their research studies. We would do this without getting additional informed consent from
you (or your legally authorized representative). Sharing of data with other researchers will only be done in
such a manner that you will not be identified.

Confidentiality

The data captured for the research does not include any personally identifiable information about you except
your IP address and Mechanical Turk worker ID.

By participating in this research, you understand and agree that XXX may be required to disclose your
consent form, data and other personally identifiable information as required by law, regulation, subpoena or
court order. Otherwise, your confidentiality will be maintained in the following manner:

Table 2.8: Consent Form attached to each of our HITs. We anonymize the document for the
conference review process.
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Consent From (contd.)

Confidentiality (contd.)

Your data and consent form will be kept separate. Your consent form will be stored in a secure location on
XXX property and will not be disclosed to third parties. By participating, you understand and agree that the
data and information gathered during this study may be used by XXX and published and/or disclosed by
XXX to others outside of XXX. However, your name, address, contact information and other direct personal
identifiers will not be mentioned in any such publication or dissemination of the research data and/or results
by XXX. Note that per regulation all research data must be kept for a minimum of 3 years.

The Federal government offices that oversee the protection of human subjects in research will have access
to research records to ensure protection of research subjects.

Right to Ask Questions & Contact Information

If you have any questions about this study, you should feel free to ask them by contacting the Principal In-
vestigator now at XXX, XXX, or by phone at XXX, or via email at XXX. If you have questions later, desire
additional information, or wish to withdraw your participation please contact the Principal Investigator by
mail, phone or e-mail in accordance with the contact information listed above.

If you have questions pertaining to your rights as a research participant; or to report concerns to this study,
you should contact the XXX at XXX. Email: XXX. Phone: XXX or XXX.

Voluntary Participation

Your participation in this research is voluntary. You may discontinue participation at any time during the
research activity. You may print a copy of this consent form for your records.

I am age 18 or older. (1 Yes [1No

I have read and understand the information above. [] Yes [JNo

I want to participate in this research and continue with the task. [1Yes [1No

Table 2.9: Consent Form attached to each of our HITs. We anonymize the document for the
conference review process. (contd)
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Text

Answer

Type

10

A 5001b bomb packed in the Cavalier is detonated with a remote trigger. The explosion tears through Market
Street.

The death toll of the Omagh bomb blast in Northern Ireland has risen to 29 following the death of a man in
hospital.

Ahmed al-Mughassil was arrested in Beirut and transferred to Riyadh, the Saudi capital, according to the
Saudi newspaper Asharq Alawsat. The Saudi Interior Ministry and Lebanese authorities had no immediate
comment on the capture.

The blast didn’t cause the destruction its planners intended. But it opened up a multi-story crater in the
building, injured more than 1,000 people and ultimately killed six.

March 4, 1998 - Four defendants, Salameh, Ayyad, Abouhalima, and Ajaj, are convicted. They are
sentenced to prison terms of 240 years each. In 1998, the sentences were vacated. In 1999, the men
were re-sentenced to terms of more than 100 years.

Perhaps the only early clues to emerge on an early quiet second day of the Boston Marathon bombing
investigation - from the ATF and the FBI and the Boston police, from anonymous law enforcement officials
and doctors pulling ball bearings out of victims limbs - concern the Boston bombs themselves. A similar
scene played out in the Boston suburb of Newton, where a bomb used a robot to investigate a suspicious
object that turned out to be a circuit board.

As of Tuesday morning, jurors began reviewing evidence and witness testimony, which will play a role in
helping them divide Dzhokhar Tsarnaev’s guilt on each of the 30 charges he faces. A key issue for jurors -
both in the guilt phase and later the penalty phase if Tsarnaev is convicted - will be whether the jurors see
Tsarnaev as an equal partner with his old brother, Tamerian Tsarnaev, in the Boston Marathon bombing and
the violent events that followed.

Though building the bomb was relatively easy, the experts say, it was not by any means free of danger.
The bulkiest part of the bomb, they say, was extremely stable and could only have been touched off with
a tremendous kick, like that provided by nitroglycerine. Making the nitroglycerin, blending some of the
chemicals, was the trickiest part of the process.

An ongoing Somali offensive, backed by the U.S. and an African Union peacekeeping force has recaptured
territory from al Shabaab in south-central Somalia, but has not eliminated al Shabaab’s ability to conduct
VBIED attacks. U.S.-backed Somali ground operations along with improved counter-VBIED capabilities
among Somali forces may have slightly decreased VBIED attacks between November 2017 and January
2018.

According to the United Nations, more than 2.3 million Venezuelans have left their country in recent years.
Increasingly they are leaving with no money and are traveling on foot across South American countries like
Colombia, Ecuador and Peru, in dangerous journeys that can take several weeks.

yes

no

yes

no

no

no

yes

yes

yes

no

Synonym
Member

Synonym

Member

Unrelated

Member

Synonym

Synonym

Synonym

Member

Table 2.10: Examples used with the qualification test on Mechanical Turk. For each paragraph
with two highlighted events, we ask the question, “In the above paragraph, are the highlighted
events the same?". The crowd worker has to select one of the “Yes" or “No" options.
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Text

Answer

Type

11

12

13

14

15

16

17

18

19

20

Spain’s King Juan Coarlos and Queen Sofia traveled to their summer residence in Majorca Saturday just
two days after a bombing blamed on Basuqe separatists killed two policemen on the resort island.

Yahoo Inc. is preparing to lay off between 600 and 700 workers in the latest shakeup triggered by the
Internet company lackluster growth. Employees could be notified of the job cuts as early as Tuesday,
according to a person familiar with Yahoo’s plans.

A man shot and killed by police officers during a burglary here early Monday was identified by law enforce-
ment authorities as the suspect in a string of five shooting deaths in South Carolina over the last 10 days.
Sheriff Bill Blanton of Cherokee Country, S.C., where the killings took place, confirmed Monday evening
that the authorities had been seeking the man killed in the burglary, Patrick T. Burris, a felon with a long
record who had served seven years in prison and was paroled in April.

Staff Sgt. Robert Bales offered a tearful apology Thursday for gunning down 16 unarmed Afghan civilians
inside their homes but said he still could not explain why he had carried out one of the worst U.S. war
crimes in years. The unsworn statement from Bales, 40, came on the third day of hearing to determine
whether he should ever be eligible for parole in the March 2012 Massacre.

In January two men were hanged after being convicted of involvement in protests, and in May, four Iranian
Kurds and another man accused of terrorism were executed.

The Dow Corning Corporation filed for bankruptcy protection in a Federal court in Bay City, Michigan.
Dow Corning said that seeking the protection of the bankruptcy court was the only way it could devise an
enforceable plan to deal with the claims against it.

The UN report accused both Israel and Palestinian armed groups of commiting war crimes during the three-
week war in Gaza that erupted on December 27, killing some 1,400 Palestinians and 13 Israelis.

A judge has ordered the surviving children of the Rev. Martin Luther King Jr. and Coretta Scott King to
hold a shareholder’s meeting to discuss their father’s estate. The three siblings are the sole shareholders,
directors and officers of a company that manages their father’s intellectual property, but they have not met
for an annual shareholder’s meeting since 2004.

The first attack was a failure, but if the report is accurate, then it signals a dangerous new terror threat. The
report showed pictures of the remains of a homemade attack drone.

A key issue for jurors - both in the guilt phase and later in the penalty phase if Tsarnaev is convicted - will
be whether the jurors see Tsarnaev as an equal partner with his older brother, Tamerlan Tsarnaev, in the
Boston Marathon bombing and the violent events that followed. Taken as a whole, the evidence suggests
that the plan to bomb the Boston Marathon took shape over three months.

no

yes

yes

yes

no

no

no

no

no

yes

Member

Synonym

Synonym

Synonym

Unrelated

Realis

Realis

Realis

Realis

Realis

Table 2.11: Examples used with the qualification test on Mechanical Turk. For each paragraph
with two highlighted events, we ask the question, “In the above paragraph, are the highlighted
events the same?". The crowd worker has to select one of the “Yes" or “No" options. (contd)
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Screening Test

In this test, we ask you to identify whether two events (highlighted in each paragraph) indicate the same
thing or not. Read each paragraph carefully and answer the question by selecting the appropriate option,
Yes or No.

In total, you are presented with 8 questions and the time limit for this test is 20 minutes.

Note: It is important you do this test on your own because our HITs are similar to the questions presented
in this test. For your reference, we provide five examples below,

He died of injuries from the accident. His friends were all saddened to hear his death.
Question: In the above paragraph, are the highlighted events the same?
Answer: Yes (both words, died and death indicate the person’s death)

The suspect was shot and killed in the raid by the armed officers.
Question: In the above paragraph, are the highlighted events the same?
Answer: No (shot happened during the raid)

The couple had been planning to go to Paris for a long time. They finally went there last month.

Question: In the above paragraph, are the highlighted events the same?

Answer: Yes (The two events do not have to take place at the same time. Here, go would happen in the
future, and went did occur.)

John gave a gift to Mary. Mary received a gift from John.
Question: In the above paragraph, are the highlighted events the same?
Answer: Yes (Same events described from different perspectives.)

Following the trial of Mahammed Alameh, the first suspect in the bombing, investigators discovered a
jumble of chemicals, chemistry implements and detonating materials. The explosion killed at least five
people.

Question: In the above paragraph, are the highlighted events the same?

Answer: No (One event is part of the other larger event. bombing refers to the entire process which starts
with making a bomb and ends with destructions, damages and injuries, while explosion is a smaller event
that occurs in that processes.)

Ql. ...
OYes CONo

Q2. ...
OYes ONo

Table 2.12: The template used in the qualification test to screen annotators. In addition to in-
structions and examples, we present eight yes/no questions.
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Annotating Event Coreference in News Articles

In this HIT, you will be using our tool to perform the task. For a short tutorial on using our interface, see
this 1 minute video: XXX. This HIT contains the following two steps,
* Visit the URL provided below to perform the task.

* At the end of the task, you will be provided a secret code. To submit this HIT, copy the secret code
and paste it into the box provided below. Note that the secret code is unique for each task.
Link to the task: XXX

Fill in the secret code

Paste the secret code provided at the end of the task into the text box (*required)

Table 2.13: The template used for each Human Intelligence Task (HIT) on Mechanical Turk.

Place: Do you think the two events happen at the same place?

[0 Exactly the same [0 The places overlap ] Not at all [1 Cannot determine
Time: Do you think the two events happen at the same time?

[0 Exactly the same (1 They overlap in time [J Not at all [1 Cannot determine
Participants: Do you think the two events have the same participants?

[1 Exactly the same [ They share some participants [ Notatall [ Cannot determine
Inclusion: Do you think one of the events is part of the other?

[ Yes, the left event is part of right one [J Yes, the right event is part of left one
[ No, they are exactly the same [1 Cannot determine

Table 2.14: Follow-up questions used for each annotated coreference link.
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Chapter 3

Multilingual Event Linking to Wikidata

This work was published at the Multilingual Information Access workshop at NAACL 2022
(Pratapa et al., 2022).!

3.1 Introduction

Language grounding refers to linking concepts (e.g., events/entities) to a context (e.g., a knowl-
edge base) (Chandu et al., 2021). Knowledge base (KB) grounding is a key component of infor-
mation extraction stack and is well-studied for linking entity references to KBs like Wikipedia
(J1 and Grishman, 2011). In this work, we present a new multilingual task that involves linking
event references to Wikidata KB.?

Event linking differs from entity’s as it involves taking into account the event participants
as well as its temporal and spatial attributes. Nothman et al. (2012) defines event linking as
connecting event references from news articles to a news archive consisting of first reports of
the events. Similar to entities, event linking is typically restricted to prominent or report-worthy
events. In this work, we use a subset of Wikidata as our event KB and link mentions from
Wikipedia/Wikinews articles.® Figure 3.1 illustrates our event linking methodology.

Event linking is closely related to the more commonly studied task of cross-document event
coreference (CDEC). The goal in CDEC is to understand the identity relationship between event
mentions. This identity is often complicated by subevent and membership relations among events
(Pratapa et al., 2021). Nothman et al. (2012) proposed event linking as an alternative to coref-
erence that helps ground report-worthy events to a KB. They showed linking helps avoid the
traditional bottlenecks seen with the event coreference task. We postulate linking to be a com-
plementary task to coreference, where the first mention of an event in a document is typically
linked or grounded to the KB and its relationship with the rest of the mentions from the doc-
ument is captured via coreference. Additionally, due to computational constraints, coreference
resolution is often restricted to a small batch of documents. Grounding, however, can be per-
formed efficiently using dense retrieval methods (Wu et al., 2020) and is scalable to any large

'Code and data are available at: https://github.com/adithya7/xlel-wd.

2www.wikidata.org
3We define mention as the textual expression that refers to an event from the KB.
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Event Description from
language Wikipedia
Mention from language Wikipedia

Event

(frwiki) Aliaksandra Herasimenia L . ID from
(frwiki) Championnats Wikidata

Aliaksandra Herasimenia est une nageuse d’Europe de natation 2010
biélorusse en activité spécialiste des . , .

2 q 5 La des Championnats d’Europe de natation se
epreuve§ de sprmF G0 TeXe .hbre et en d9s' tient du 4 au a Budapest en Hongrie. C’est la

... Multiple médaillée au niveau planétaire quatriéme fois que la capitale hongroise accueille

et continental, elle décroche en 2010 son \ I'événement bisannucl organisé par la Ligne cu-
premier titre international majeur oS s N ropéenne de natation apres les éditions 1926,
1958 et 2006.
hampionnats d’Europe de Budapest, sur ~ ° s
Champ P pest, ' (enwiki) 2010 European
dos. \ . . .
v Aquatics Championships

(enwiki) Viktor Minibaev \
' The 2010 European Aquatics Championships

Minibaev’s first major international medal v were held from 4-15 August 2010 in Budapest

came in the men’s synchronized 10 me- ¥ and Balatonfiired, Hungary. It was the fourth
——— time that the city of Budapest hosts this event AV Q830917
tre platform event at the 2010 EuroPean = === after 1926, 1958 and 2006. Events in swimming,

Championships. 7\ diving, synchronised swimming (synchro) and
,/ open water swimming were scheduled.
(dewiki) Néra Barta ‘

’
. . . .
Bei Schwimmeuropameisterschaften gewann (dewiki) Schwimmeuropameisterschaften 2010

.. . . ,
sie insgesamt drei Medaillen. 2006 und K Die 30. Schwimmeuropameisterschaften fanden
2010 gewann sie in ihrer Heimatstadt Bu- vom 4. bis 15. August 2010 nach 1926, 1958
dapest jeweils Bronze vom 3 m-Brett, 2008 und 2006 zum vierten Mal in der ungarischen
holte sie in Eindhoven Silber vom 1 m- auptstadt Budapest stat

Brett.

Figure 3.1: An illustration of multilingual event linking with Wikidata as our interlingua. Men-
tions from French, English and German Wikipedia (column 1) are linked to the same event from
Wikidata (column 3). The title and descriptions for the event Q830917 are compiled from the
corresponding language Wikipedias (column 2). The solid blue arrows (—) presents our mul-
tilingual task, to link 1gwiki mention to event using lgwiki description. The dashed red arrows
(- -») showcases the crosslingual task, to link 1gwiki mention to event using enwiki description.

multi-document corpora.

Grounding event references to a KB has many downstream applications. First, event identity
encompasses multiple aspects such as spatio-temporal context and participants. These aspects
typically spread across many documents, and KB grounding helps construct a shared global
account for each event. Second, grounding is a complementary task to coreference. In contrast to
coreference, event grounding formulated as the nearest neighbor search leads to efficient scaling.

For the event linking task, we present a new multilingual dataset that grounds mentions from
multilingual Wikipedia/Wikinews articles to the corresponding event in Wikidata. Figure 3.1
presents an example from our dataset that links mentions from three languages to the same Wiki-
data item. To construct this dataset, we make use of the hyperlinks in Wikipedia/Wikinews arti-
cles. These links connect anchor texts (like ‘2010 European Championships’ or “Championnats
d’Europe”) in context to the corresponding event Wikipedia page (‘2010 European Aquatics
Championships’ or “Championnats d’Europe de natation 2010”"). We further connect the event
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Wikipedia page to its Wikidata item (‘Q830917’), facilitating multilingual grounding of men-
tions to KB events. We use the title and first paragraph from the language Wikipedia pages as
our event descriptions (column 2 in Figure 3.1).

Such hyperlinks have previously been explored for named entity disambiguation (Eshel et al.,
2017), entity linking (Logan et al., 2019) and cross-document coreference of events (Eirew et al.,
2021) and entities (Singh et al., 2012). Our work is closely related to the English CDEC work of
Eirew et al. (2021), but we view the task as linking instead of coreference. This is primarily due
to the fact that most hyperlinked event mentions are prominent and typically cover a broad range
of subevents, conflicting directly with the notion of coreference. Additionally, our dataset is mul-
tilingual, covering 44 languages, with Wikidata serving as our interlingua. Botha et al. (2020)
is a related work from entity linking literature that covers entity references from multilingual
Wikinews articles to Wikidata.

We use the proposed dataset to develop multilingual event linking systems. We present two
variants to the linking task, multilingual and crosslingual. In the multilingual task, mentions
from individual language Wikipedia are linked to the events from Wikidata with descriptions
taken from the same language (see solid blue arrows (—) in Figure 3.1). The crosslingual
task requires systems to use English event description irrespective of the mention language (see
dashed red arrows (- - ») in Figure 3.1). In both tasks, the end goal is to identify the Wikidata ID
(e.g. Q830917). Following prior work on entity linking (Logeswaran et al., 2019), we adopt a
zero-shot approach in all of our experiments. We present results using a retrieve+rank approach
based on Wu et al. (2020) that utilizes BERT-based biencoder and crossencoder for our multilin-
gual event linking task. We experiment with two multilingual encoders, mBERT (Devlin et al.,
2019) and XLM-RoBERTa (Conneau et al., 2020) and we find biencoder and crossencoder sig-
nificantly outperform a tf-idf-based baseline, BM25+ (Lv and Zhai, 2011a). Our results indicate
the crosslingual task is more challenging than the multilingual task, possibly due to differences
in typology of source and target languages. Our key contributions are,

* We propose a new multilingual NLP task that involves linking multilingual text mentions
to a knowledge base of events.

* We release a large-scale dataset for the zero-shot multilingual event linking task by com-
piling mentions from Wikipedia and their grounding to Wikidata. Our dataset captures
1.8M mentions across 44 languages refering to over 10K events. To test out-of-domain
generalization, we additionally create a small Wikinews-based evaluation set.

* We present two evaluation setups, multilingual and crosslingual event linking. We show
competitive results across languages using a retrieve and rank methodology.

3.2 Related Work

Our focus task of multilingual event linking shares resemblance with entity/event linking, en-
tity/event coreference and other multilingual NLP tasks.
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3.2.1 Entity Linking

Our work utilizes hyperlinks between Wikipedia pages to identify event references. This idea
was previously explored in multiple entity related works, both for dataset creation (Mihalcea and
Csomai, 2007; Botha et al., 2020) and data augmentation during training (Bunescu and Pasca,
2006; Nothman et al., 2008). Another related line of work utilized hyperlinks from general web
pages to Wikipedia articles for the tasks of cross-document entity coreference (Singh et al., 2012)
and named entity disambiguation (Eshel et al., 2017). Sil et al. (2012); Logeswaran et al. (2019)
highlighted the need for zero-shot evaluation. We adopt this standard by using a disjoint sets of
events for training and evaluation (see subsection 3.3.2).

3.2.2 Event Linking

Event linking is important for downstream tasks like narrative understanding. For instance, con-
sider a prominent event like 2020 Summer Olympics’. This event has had a large influx of
articles in multiple languages. It is often useful to ground the references to specific prominent
subevents in KB. Some examples of such events from Wikidata are “Swimming at the 2020
Summer Olympics — Women’s 100 metre freestyle” (Q64513990) and “Swimming at the 2020
Summer Olympics — Men’s 100 metre backstroke” (Q64514005). Event linking task while im-
portant is albeit less explored. Nothman et al. (2012) linked event-referring expressions from
news articles to a news archive. These links are made to the first-reported news article regard-
ing the event. In contrast, we focus on prominent events that have a corresponding Wikidata
item. Concurrent to our work, Yu et al. (2023) presents a dataset for linking event mentions to
Wikipedia. Similar to our work, they utilize hyperlinks within Wikipedia pages but are restricted
to only English. They also create a newswire based evaluation set from NYTimes articles. In
contrast, our work utilizes events from Wikidata and covers a larger set of languages. While our
work also includes a newswire based evaluation set from Wikinews, it does not explicitly target
verb mentions.

3.2.3 Event Coreference

Event coreference resolution is closely related to event grounding but assumes a stricter notion
of identity between mentions (Nothman et al., 2012). Multiple cross-document coreference res-
olution works made use of Wikipedia (Eirew et al., 2021) and Wikinews (Minard et al., 2016;
Pratapa et al., 2021) for dataset collection. Minard et al. (2016) obtained human translations
of English Wikinews articles to create a crosslingual event coreference dataset. In contrast, our
dataset uses the original multilingual event descriptions written by language Wikipedia contrib-
utors (column 2 in Figure 3.1).

3.2.4 Multilingual Tasks

A majority of the existing NLP datasets (/systems) cater to a fraction of world languages (Joshi
et al., 2020). There is a growing effort on creating more multilingual benchmarks for tasks like
natural language inference (XNLI; Conneau et al. (2018)), question answering (TyDi-QA; Clark
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Train Dev Test Total

Events 8653 1090 1204 10947
Event Sequences 6758 844 846 8448
Mentions 1.44M 165K 190k 1.8Mm
Languages 44 44 44 44

Table 3.1: Dataset Summary

et al. (2020), XOR QA; Asai et al. (2021)), linking (Mewsli-9; Botha et al. (2020)) as well as
comprehensive evaluations (XTREME-R; Ruder et al. (2021)). To the best of our knowledge,
our work presents the first benchmark for multilingual event linking.

3.3 Multilingual Event Linking Dataset

Our data collection methodology is closely related to the zero shot entity linking work of Botha
et al. (2020) but we take a top-down approach starting from Wikidata. Eirew et al. (2021) iden-
tified event pages from English Wikipedia by processing the infobox elements. However, we
found relying on Wikidata for event identification to be more robust. Additionally, Wikidata
serves as our interlingua that connects mentions from numerous languages.

3.3.1 Dataset Compilation

To compile our dataset, we follow a three-stage pipeline, 1) identify Wikidata items that cor-
respond to events, 2) for each Wikidata event, collect links to language Wikipedia articles and
3) iterate through all the language Wikipedia dumps to collect mention spans that refer to these
events.

Wikidata Event Identification: Events are typically associated with time, location and par-
ticipants, distinguishing them from entities. To identify events from the large pool of Wikidata
(WD) items, we make use of the properties listed on WD.* Specifically, we consider a WD item
to be a candidate event if it contains the following two properties, temporal® and spatial®. We
perform additional postprocessing on this candidate event set to remove non-events like empires
(Roman Empire: Q2277), missions (Surveyor 7: Q774594), TV series (Deception: Q30180283)
and historic places (French North Africa: Q352061).” Each event in our final set has caused a
state change and is grounded in a spatio-temporal context. This distinguishes our set of events
from the rest of the items from Wikidata. Following the terminology from Weischedel et al.
(2013), these KB events can be characterized as eventive nouns.

4https://www.wikidata.org/wiki/Wikidata:List_of_properties

Sduration OR point-in-time OR (start-time AND end-time)

®location OR coordinate-location

’see Table 3.8 in subsection 3.7.2 of Appendix for the full list of exclusion properties.
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2016 Summer Olympics (Q8613)
Tpart—of
athletics at the 2016 Sum-
mer Olympics (Q18193712)
Tpart-of
athletics at the 2016 Summer

Olympics—men’s 100 metres
(Q25397537)

Figure 3.2: An illustration of event hierarchy in Wikidata.
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Figure 3.3: Statistics of events and mentions per language in the proposed dataset. The languages
are sorted in the decreasing order of # events. The counts on y-axis are presented in log scale.

A Note on WD Hierarchy: WD is a rich structured KB and we observed many instances of
hierarchical relationship between our candidate events. See Figure 3.2 for an example. While
this hierarchy adds an interesting challenge to the event grounding task, we observed multi-
ple instances of inconsistency in links. Specifically, we observed references to parent item
(Q18193712) even though the child item (Q25397537) was the most appropriate link in context.
Therefore, in our dataset, we only include leaf nodes as our candidate event set (e.g. Q25397537).
This allows us to focus on most atomic events from Wikidata. Expanding the label set to include
the hierarchy is an interesting direction for future work.

Wikidata 7 Wikipedia: WD items have pointers to the corresponding language Wikipedia
articles.® We make use of these pointers to identify Wikipedia articles describing our candidate
WD events. Figure 3.1 illustrates this through the coiled pointers (7¥y7) for the three languages.
We make use of the event’s Wikipedia article title and its first paragraph as the description for
the WD event. Each language version of a Wikipedia article is typically written by independent
contributors, so the event descriptions vary across languages.

8https://meta.wikimedia.org/wiki/List,of,Wikipedias
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Mention Identification: Wikipedia articles are often connected through hyperlinks. We iterate
through each language Wikipedia and collect anchor texts of hyperlinks to the event Wikipedia
pages (column 1 in Figure 3.1). We retain both the anchor text and the surrounding paragraph
(context). Notably, the anchor text can occasionally be a temporal expression or location relevant
to the event. In the German mention from Figure 3.1, the anchor text ‘2010’ links to the event
Q830917 (2010 European Aquatics Championships). This event link can be infered by using
the context (‘Schwimmeuropameisterschaften’: European Aquatics Championships). In fact, the
neighboring span ‘2006’ refers to a different event from Wikidata (Q612454: 2006 European
Aquatics Championships). We use the September 2021 XML dumps of language Wikipedias and
the October 2021 dump of Wikidata. We use Wikiextractor tool (Attardi, 2015) to extract text
content from the Wikipedia dumps. We retain the hyperlinks in article texts for use in mention
identification. Overall, the mentions in our datasets can be categorized into the following types,
1) eventive noun (like the KB event), 2) verbal, 3) location and 4) temporal expression. Such
a diversity in the nature of mentions also differentiates the event linking task from the standard
named entity linking or disambiguation.

Postprocessing: To link a mention to its event, the context should contain the necessary tem-
poral information. For instance, its important to be able to differentiate between links to ‘2010
European Aquatics Championships’ vs ‘2012 European Aquatics Championships’. Therefore,
we heuristically remove mention (+context) if it completely misses the temporal expressions
from the corresponding language Wikipedia title and description. Additionally, we also remove
mentions if their contexts are either too short or too long (<100, >2000 characters). We also
prune WD events under the following conditions: 1) only contains mentions from a single lan-
guage, 2) >50% of the mentions match their corresponding language Wikipedia title (i.e., low
diversity), 3) very few mentions (<30). Table 3.1 presents the overall statistics of our dataset.
The full list of languages with their event and mention counts are presented in Figure 3.3. Each
WD event on average has mention references from 9 languages indicating the highly multilingual
nature of our dataset. See Table 3.9 in Appendix for details on the geneological information for
the chosen languages. We chose our final set of languages by maximizing for the diversity in
language typology, language resources (in event-related tasks and general) and the availability of
content on Wikipedia. Wikipedia texts and Wikidata KB are available under CC BY-SA 3.0 and
CCO 1.0 license respectively. We will release our dataset under CC BY-SA 3.0.

Wikinews -3 Wikidata: To test the out-of-domain generalization, we additionally prepare a
small evaluation set based on Wikinews articles.’ Inspired by prior work on multilingual entity
linking (Botha et al., 2020), we collect hyperlinks from event mentions in multilingual Wikinews
articles to Wikidata. We restrict the set of events to the previously identified 10.9k events from
Wikidata (Table 3.1). We again use Wikiextractor tool to collect raw texts from March 2022
dumps of all language Wikinews. We identify hyperlinks to Wikipedia pages or Wikinews cate-
gories that describe the events from Wikidata.

Table 3.2 presents the overall statistics of our Wikinews-based evaluation set. This set is
much smaller in size compared to Wikipedia-based dataset primarily due to significantly smaller

9https://www.wikinews.org
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Cross-domain Zero-shot

Events 802 149
Mentions 2562 437
Languages 27 21

Table 3.2: Summary of Wikinews-based evaluation set. We present two evaluation settings,
cross-domain and zero-shot. Zero-shot evaluation set is a subset of cross-domain set as it only
includes events from dev and test splits of Wikipedia-based evaluation set (Table 3.1).

footprint of Wikinews.!° Following the taxonomy from Logeswaran et al. (2019), we present
two evaluation settings, cross-domain and zero-shot. Cross-domain evaluation gauges model
generalization to unseen domains (newswire). Zero-shot evaluation tests on unseen domain and
unseen events.!!

Unlike Wikipedia, Wikinews articles contains meta information such as news article title and
publication date that help provide broader context for the document. In section 3.5, we perform
ablations studies to see the impact of this meta information.

Mention Distribution: Following the categories from Logeswaran et al. (2019), we compute
mention distributions in the following four buckets, 1) high overlap: mention span is the same as
the event title, 2) multiple categories: event title includes an additional disambiguation phrase,
3) ambiguous substring: mention span is a substring of the event title, and 4) low overlap: all
other cases. For the Wikipedia-based dataset, the category distribution is 22%, 6%, 14%, and
58%.'2 For the Wikinews-based dataset, the category distribution is 18%, 4%, 6%, and 72%.
We also computed the fraction of mentions that are temporal expressions. We used HeidelTime
library (Strotgen and Gertz, 2015) for 25 languages and found 6% of the spans in the dev set are
temporal expressions.

3.3.2 Task Definition

Given a mention and a pool of events from a KB, the task is to identify the mention’s reference
in the KB. For instance, the three mentions from column 1 in Figure 3.1 are to be linked to the
Wikidata event, Q830917. Following Logeswaran et al. (2019), we assume an in-KB evaluation
approach, therefore, every mention refers to a valid event from the KB (Wikidata). We collect
descriptions for the Wikidata events from all the corresponding language Wikipedias. The article
title and the first paragraph constitute the event description. This results in multilingual descrip-
tions for each event (column 2 in Figure 3.1). We propose two variants of the event linking task,
multilingual and crosslingual, depending on the source and target languages. We define the in-
put mention and event description as source and target respectively. The event label itself (e.g.
Q830917) is language-agnostic.

19For comparison, English Wikinews contains 21K articles while English Wikipedia contains 6.5M pages.

we consider dev and test events from Table 3.1 as unseen.

12The disambiguation phrase is typically a suffix in the title for English (Logeswaran et al., 2019), but in our
multilingual setting, it can be anywhere in the title.
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Multilingual Event Linking: Given a mention from language £, the linker searches through
the event candidates from the same language £ to identify the correct link. The source and target
language are the same in this task. The size of event candidate pool varies across languages
(Figure 3.3), thereby varying the task difficulty.

Crosslingual Event Linking: Given a mention from any language £, the linker searches the
entire pool of event candidates to identify the link. Here, we restrict the target language to
English, requiring the linker to only make use of the English descriptions for candidate events.
Note that, all the events in our dataset have English descriptions.

Creating Splits: The train, dev and test distributions are presented in Table 3.1. The two tasks,
multilingual and crosslingual share the same splits except for the difference in target language
descriptions. Following the standard in entity linking literature, we focus on the zero-shot link-
ing, that requires the evaluation and train events to be completely disjoint. Due to prevalence
of event sequences in Wikidata, a simple random split is not sufficient.'> We add an additional
constraint that event sequences are disjoint between splits. Systems need to perform temporal
and spatial reasoning to distinguish between events within a sequence, making the task more
challenging.

3.4 Modeling

In this section, we present our systems for multilingual and crosslingual event linking to Wiki-
data. We follow the entity linking system BLINK (Wu et al., 2020) to adapt a retrieve and rank
approach. Given a mention, we first use a BERT-based biencoder to retrieve top-k events from
the candidate pool. Then, we use a crossencoder to rerank these top-k candidates and identify
the best event label. Additionally, following the baselines from entity linking literature, we also
experiment with BM25 as a candidate retrieval method.

34.1 BM25

BM?25 is a commonly used tf-idf based ranking function and a competitive baseline for entity
linking. We explore three variants of BM25, BM250kapi (Robertson et al., 1994), BM25+ (Lv
and Zhai, 2011a) and BM25L (Lv and Zhai, 2011b). We use the implementation of Brown (2020)
with mention as query and event description as documents.'* Since BM25 is a bag-of-words
method, we only use in the multilingual task. To create the documents, we use the concatenation
of title and description of events. For the query, we experiment with increasing context window
sizes of 8, 16, 32, 64 and 128 along with a mention-only baseline.

132008, 2010, 2012 iterations of Aquatics Championships from Figure 3.1
14To tokenize text across the 44 languages, we used bert-base-multilingual-uncased tokenizer from Huggingface.
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Recall@k
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Figure 3.4: Retrieval performance on dev split.

Model Multilingual  Crosslingual
Dev Test Dev  Test
BM25+ 534 50.1 -

mBERT-bi 847 84.6 832 839
XLM-R-bi 84.5 843 793 79.1
mBERT-cross 89.8 89.3 81.3 739
XLM-R-cross 88.8 873 81.0 75.6

Table 3.3: Event Linking Accuracy. For biencoder models, we report Recall@]1.

3.4.2 Retrieve+Rank

We adapt the standard entity linking architecture (Wu et al., 2020) to the event linking task. This
is a two-stage pipeline, a retriever (biencoder) and a ranker (crossencoder).

Biencoder: Using two multilingual transformers, we independently encode the context and
event candidates. The input context is constructed as [CLS] left context [MENTION_START] men-
tion [MENTION_END] right context [SEP]. Candidate events use a concatenation of event’s title
and description, [CLS] title [EVT] description [SEP]. In both cases, we use the final layer [CLS]
token representation as our embedding. For each context, we score the event candidates by tak-
ing a dot product between the two embeddings. We follow prior work (Lerer et al., 2019; Wu
et al., 2020) to make use of in-batch random negatives during training. At inference, we run a
nearest neighbour search to find the top-k candidates.

Crossencoder: In our crossencoder, the input constitutes a concatenation of the context and a
given event candidate.!> We take the [CLS] token embedding from last layer and pass it through
a classification layer. We run crossencoder training only on the top-k event candidates retrieved

15[CLS] left context [MENTION_START] mention [MENTION_END] right context [SEP] title [EVT] description [SEP]
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Model Multilingual Crosslingual
Ch ZS CD ZS

BM25+ 53.5 586 - -

mBERT-bi 812 76.7 854 78.0
XLM-R-bi 822 176.77 826 764
mBERT-cross 90.1 844 893 762
XLM-R-cross 89.7 844 889 76.0

Table 3.4: Event linking accuracy on Wikinews test set. CD and ZS indicate cross-domain and
zero-shot.

Mention Context: At the 2000 Summer Olympics in Sydney, Sitnikov competed only in two swimming events. ... Three
days later, in the 100 m freestyle, Sitnikov placed fifty-third on the morning prelims. ...

Predicted Label: Swimming at the 2008 Summer Olympics — Men’s 100 metre freestyle

Gold Label: Swimming at the 2000 Summer Olympics — Men’s 100 metre freestyle

Mention Context: ... war er bei der Oscarverleihung 1935 erstmals fiir einen Oscar fiir den besten animierten Kurzfilm
nominiert. Eine weitere Nominierung in dieser Kategorie erhielt er 1938 fiir “The Little Match Girl” (1937).

Predicted Label: The 9th Academy Awards were held on March 4, 1937, ...

Gold Label: The 10th Academy Awards were originally scheduled ... but due to ... were held on March 10, 1938, ..

Mention Context: Ivanova won the silver medal at the 1978 World Junior Championships. She made her senior World debut
at the 1979 World Championships, finishing 18th. Ivanova was 16th at the 1980 Winter Olympics.

Predicted Label: FIBT World Championships 1979

Gold Label: 1979 World Figure Skating Championships

Mention Context: ...[fESREULH AR R RO T44E 10 2 11 H RIZEL T 5 5 B0 19 i e PR ..

Predicted Label: Battle of the Yellow Sea

Gold Label (English): Siege of Tsingtao: The siege of Tsingtao (or Tsingtau) was the attack on the German port of Tsingtao
(now Qingdao) ...

Gold Label (Chinese): 5 #{ (, ) 28— XM FOREKGIH HAE LR TE RIS H 8 I B — 550,
R — Y — 5 kR

Table 3.5: Examples of errors by the event linking system.

by the biencoder. During training, we optimize a softmax loss to predict the gold event candidate
within the retrieved top-k. For inference, we predict the highest scoring context-candidate tuple
from the top-k candidates. We experiment with two multilingual encoders, mBERT (Devlin
et al., 2019) and XLM-RoBERTa (Conneau et al., 2020), we refer to the bi- and cross-encoder
configurations as mBERT-bi, XLM-RoBERTa-bi and mBERT-cross, XLM-RoBERTa-cross. For
crossencoder training and inference, we use the retrieval results from the same BERT-based
biencoder. !¢

3.5 Evaluation

We present our results on the development and test splits of the proposed dataset. In our exper-
iments, we use bert-base-multilingual-uncased and xlm-roberta-base from Huggingface trans-

165ee section 3.7.3 in Appendix for other details.
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formers (Wolf et al., 2020). For the multilingual task, even though the candidate set is partly
different between languages, we share the model weights across languages. We believe this
weight sharing helps in improving the performance on low-resource languages (Arivazhagan
et al., 2019). We follow the standard metrics from prior work on entity linking, both for re-
trieval and reranking. Recall @k measures fraction of contexts where the gold event is contained
in the top-k retrieved candidates. Accuracy measures fraction of contexts where the predicted
event candidate matches the gold candidate. We use the unnormalized accuracy score from Lo-
geswaran et al. (2019) that evaluates the overall end-to-end performance (retrieve+rank).

3.5.1 Results

Figure 3.4 presents the retrieval results on dev split for both multilingual and crosslingual tasks.
The biencoder models significantly outperform the best BM25 configuration, BM25+ (with a
context window of 16).!” The performance is mostly similar for k=8 and k=16 for both biencoder
models, therefore, we select k=8 for our crossencoder experiments.'® Table 3.3 presents the
accuracy scores for the crossencoder models and R@1 scores for retrieval methods. On the
multilingual task, mBERT crossencoder model performs the best and significantly better than the
corresponding biencoder model. However, on the crosslingual task, mBERT biencoder performs
the best. As expected, the crosslingual task is more challenging than the multilingual task. Due to
the large number of model parameters, all of our reported results were based on a single training
run.

We also measure the cross-domain and zero-shot performance of these systems on the pro-
posed Wikinews evaluation set (section 3.3.1). As seen in Table 3.4, we notice good cross-
domain but moderate zero-shot transfer. This highlights that unseen events from unseen domains
present a considerable challenge. We noticed further gains (4-12%) when the meta informa-
tion (date and title) is included with the context. Our ablation studies showed that this gain is
primarily due to article date."

3.5.2 Analysis

Performance by Language: Multilingual and crosslingual tasks have three major differences:
1) source & target language, 2) language-specific descriptions can be more informative than
English descriptions, and 3) candidate pool varies language (see Figure 3.3). While the perfor-
mance is largely the same across languages, we noticed slightly lower crosslingual performance,
especially for medium and low-resource languages.?’

We also perform qualitative analysis of errors made by our mBERT-based biencoder models
on multilingual and crosslingual tasks. We summarize our observations from this analysis below,

Temporal Reasoning: The event linker occasionally performs insufficient temporal reasoning
in the context (see example 1 in Table 3.5). Since our dataset contains numerous event sequences,

17For a detailed comparison of various configurations of BM25 baseline, refer to Figure 3.5 in Appendix.
18see Table 3.6 in Appendix for Recall@8 scores for all the configurations.

Ysee section 3.7.3 in Appendix for full results.

2see Figure 3.8 and Figure 3.9 in Appendix
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such temporal reasoning is often important.

Temporal and Spatial expressions: In cases where the anchor text is a temporal or spatial
expression, we found the system sometimes struggle to link to the event even if the link can be
infered given the context information (see example 2 in Table 3.5). We believe these examples
will also serve as interesting challenge for future work on our dataset.

Event Descriptions: Crosslingual system occasionally struggles with the English description.
In example 4 from Table 3.5, we notice the mention matches exactly with the language Wikipedia
title but it struggles with English description. Therefore, depending on the event, we hypothesize
that language-specific event descriptions can sometimes be more informative than the English
description.

Dataset Errors: We found instances where the context doesn’t provide sufficient information
needed for grounding (see example 3 in Table 3.5). Albeit uncommon, we found a few cases
where the human annotated hyperlinks in Wikipedia can sometimes be incorrect.?!

3.5.3 Discussion

Retrieve+rank based methods have been effective for entity linking tasks (Wu et al., 2020; Botha
et al., 2020). Our results indicate that the same retrieve+rank approach is useful for the task
of event linking. However, our zero-shot results on Wikinews hint toward potential challenges
in adapting to new domains. Additionally, as described above, event linking presents added
challenges in dealing with temporal/spatial expressions and temporal reasoning. For further
analysis, it would be interesting to contrast the performance differences between planned (e.g.,
sports competitions) and unplanned (e.g., wars) events.

3.6 Conclusion & Future Work

We present the task of multilingual event linking to Wikidata. To support this task, we first com-
pile a dictionary of events from Wikidata using temporal and spatial properties. We prepare de-
scriptions for these events from multilingual Wikipedia pages. We then identify a large collection
of inlinks from various language Wikipedia. Depending on the language of event description, we
present two variants of the task, multilingual (lg—1g) and crosslingual (1g--»en). Further-
more, to test cross-domain generalization we create a small evaluation set based on Wikinews
articles. Our results using a retrieve+rank approach indicate that the crosslingual task is more
challenging than the multilingual.

Event linking task has multiple interesting future directions. First, the Wikidata-based event
dictionary can be expanded to include hierarchical event structures (Figure 3.2). Since events
are inherently hierarchical, this will present a more realistic challenge for the linking systems.
Second, mention coverage of our dataset can be expanded to include more verbal events. Third,

2IFor more detailed examples, refer to Table 3.10, Table 3.12 and Table 3.13 in Appendix.
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event linking systems can be improved with better temporal reasoning and improved handling of
temporal and spatial expressions. Fourth, the Wikidata-based event dictionary can be expanded
to include events that do not contain any English Wikipedia descriptions.

3.7 Appendix

3.7.1 Ethical Considerations

In this work, we presented a new dataset compiled automatically from Wikipedia, Wikinews
and Wikidata. After the initial collection process, we perform rigorous post-processing steps to
reduce potential errors in our dataset. Our dataset is multilingual with texts from 44 languages. In
our main paper, we state these languages as well as their individual representation in our dataset.
As we highlight in the paper, the proposed linking systems only work for specific class of events
(eventive nouns) due to the nature of our dataset.

3.7.2 Dataset

After identifying potential events from Wikidata, we perform additional post-processing to re-
move any non-event items. Table 3.8 presents the list of all Wikidata properties used for removing
non-event items from our corpus. Table 3.9 lists all languages from our dataset along with their
language genealogy and distribution in the dataset.

80 R
®
= 60 mention |
b —— context-8
~ —— context-16
context-32
40 —— context-64 ||
—+— context-128

1 10 20 30 40 50 60 70
k: number of retrieved event candidates

Figure 3.5: Effect of context window size on BM25+ retrieval performance.

3.7.3 Modeling

Experiments: We use the base versions of mBERT and XLM-RoBERTa in all of our exper-
iments. In the biencoder model, we use two multilingual encoders, one each for context and
candidate encoding. In crossencoder, we use just one multilingual encoder and a classification
layer. In all of our experiments, we optimize all the encoder layers. For biencoder training, we
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Retriever ~ Multilingual Crosslingual
Dev Test Dev  Test

BM25+ 76.8 70.5 - -
mBERT-bi 969 97.1 96.7 97.2
XLM-R-bi 963 96.7 942 953

Table 3.6: Event candidate retrieval results, Recall@8.

use AdamW optimizer (Loshchilov and Hutter, 2019) with a learning rate of 1e-05 and a linear
warmup schedule. We restrict the context and candidate lengths to 128 sub-tokens and select
the best epoch (of 5) on the development set. For crossencoder training, we also use AdamW
optimizer with a learning rate of 2e-05 and a linear warmup schedule. We restrict the overall
sequence length to 256 sub-tokens and select the best epoch (of 5) on the development set. We
ran our experiments on a mix of GPUs, TITANX, v100, A6000 and al00. Each training and in-
ference runs were run on a single GPU. Both biencoder and crossencoder were run for 5 epochs
and we select the best set of hyperparameters based on the dev set performance. On a single
al00 GPU, biencoder training takes about 1.5hrs per epoch and the crossencoder takes ~20hrs
per epoch (with k=8).

Results: In Figure 3.5, we present results on the development set from all the explored config-
urations. In Table 3.6, we show the Recall @8 scores from all the retrieval models. Based on the
performance on development set, we selected k=8 for our crossencoder training and inference.
We also report the test scores for completeness. Figure 3.6 presents the retrieval recall scores.
Figure 3.7 presents the retrieval recall scores for BM25+ (context length 16) method. Figure 3.9
presents a detailed comparison of per-language accuracies between multilingual and crosslingual
tasks for each configuration.

Wikinews: Each Wikinews article contains meta information such as article title and publica-
tion date. Since this meta information provide additional context to the linker, we experimented
by including this meta information along with the mention context. The meta information is en-
coded with the context as “[CLS] title [SEP] date [SEP] left context [MENTION_START] mention
[MENTION_END] right context [SEP]”. Table 3.7 presents the detailed results on the Wikinews
evaluation set.

Examples: We also present full examples of system errors we identified through a qualitative
analysis. Table 3.10 presents examples of system errors due to insufficient temporal reasoning
in the context. Table 3.11 presents examples of system errors on mentions that are temporal or
spatial expressions. Table 3.12 presents examples of system errors on crosslingual task due to
issues related with tackling non-English mentions. Table 3.13 presents examples of system errors
that were caused due to dataset errors.
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Model Multilingual Crosslingual
Ctxt Ctxt+date Ctxt+title Ctxt+date+title ‘ Ctxt Ctxt+date Ctxt+title Ctxt+date+title
cross-domain
mBERT-bi 81.2 87.4 834 87.7 854 90.0 87.4 90.6
XLM-R-bi 82.2 89.4 85.1 90.8 82.6 88.8 85.3 90.0
mBERT-cross 90.1 95.0 91.5 95.6 89.3 93.5 90.8 93.8
XLM-R-cross 89.7 94.0 91.6 94.7 88.9 93.6 90.6 93.7
zero-shot
mBERT-bi 76.7 86.3 78.0 86.7 78.0 85.6 80.3 87.4
XLM-R-bi 76.7 86.0 80.1 89.0 76.4 85.8 78.7 87.2
mBERT-cross 84.4 92.2 86.5 93.8 76.2 81.7 77.6 81.5
XLM-R-cross 84.4 90.6 84.9 92.2 76.0 84.2 76.4 83.5

Table 3.7: Event linking accuracy on Wikinews test set.
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For each configuration, we re-
port results using just the mention context (Ctxt), mention context + article publication date
(Ctxt+date), mention context + article title (Ctxt+title) and mention context + article date & title
(Ctxt+date+title). Most of the gain comes from including the date across all model configura-
tions and tasks.



Property  Property_Label URI URI_Label

P31 instance_of Q48349 empire

P31 instance_of Q11514315  historical_period
P31 instance_of Q3024240 historical_country
P31 instance_of Q11042 culture

P31 instance_of Q28171280  ancient_civilization
P31 instance_of Q1620908 historical_region
P31 instance_of Q3502482 cultural_region

P31 instance_of Q465299 archaeological_culture
P31 instance_of Q568683 age

P31 instance_of Q763288 lander

P31 instance_of Q4830453 business

P31 instance_of Q24862 short_film

P31 instance_of Q1496967 territorial_entity
P31 instance_of Q68 computer

P31 instance_of Q486972 human_settlement
P31 instance_of Q26529 space_probe

P31 instance_of Q82794 geographic_region
P31 instance_of Q43229 organization

P31 instance_of Q15401633  archaeological_period
P31 instance_of Q5398426 television_series
P31 instance_of Q24869 feature_film

P31 instance_of Q11424 film

P31 instance_of Q718893 theater

P31 instance_of Q1555508 radio_program

P31 instance_of Q17343829  unincorporated_community_in_the_United_States
P31 instance_of Q254832 Internationale_Bauausstellung
P31 instance_of Q214609 material

P31 instance_of Q625298 peace_treaty

P31 instance_of Q131569 treaty

P31 instance_of Q93288 contract

P31 instance_of Q15416 television_program
P31 instance_of Q1201097 detachment

P31 instance_of Q16887380  group

P31 instance_of Q57821 fortification

P31 instance_of Q15383322 cultural prize

P31 instance_of Q515 city

P31 instance_of Q537127 road_bridge

P31 instance_of Q20097897  sea_fort

P31 instance_of Q1785071 fort

P31 instance_of Q23413 castle

P31 instance_of Q1484988 project

P31 instance_of Q149621 district

P31 instance_of Q532 village

P31 instance_of Q2630741 community

P31 instance_of Q3957 town

P31 instance_of Q111161 synod

P31 instance_of Q1530022 religious_organization
P31 instance_of Q51645 ecumenical_council
P31 instance_of Q10551516  church_council

P31 instance_of Q1076486 sports_venue

P31 instance_of Q17350442  venue

P31 instance_of Q13226383 facility

P31 instance_of Q811979 architectural_structure
P31 instance_of Q23764314  sports_location

P31 instance_of Q15707521 fictional_battle

P36 capital *

P2067 mass *

P1082 population *

P1376 captial_of *

P137 operator *

P915 filming_location ~ *

P162 producer *

P281 postal_code *

P176 manufacturer *

P2257 event_interval *

P527 has_part *

P279 subclass_of *

Table 3.8: List of properties used for postprocessing Wikidata events. If a candidate event has
the property ‘P31°, we prune them depending on the corresponding. For example, we only prune
items that are instances of empire, historical period etc., For other properties like P527, P36, we
prune items if they contain this property.
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Language Code Events Mentions Genus

Afrikaans af 316 2036 Germanic
Arabic ar 2691 28801 Semitic
Belarusian be 737 7091 Slavic
Bulgarian bg 1426 12570 Slavic
Bengali bn 270 3136 Indic
Catalan ca 2631 22296 Romance
Czech cs 2839 36658 Slavic
Danish da 1189 10267 Germanic
German de 7371 209469 Germanic
Greek el 997 13361 Greek
English en 10747 328789 Germanic
Spanish es 5064 91896 Romance
Persian fa 1566 10449 Iranian
Finnish fi 3253 47944 Finnic
French fr 8183 136482 Romance
Hebrew he 1871 34470 Semitic
Hindi hi 216 1219 Indic
Hungarian hu 3067 27333 Ugric
Indonesian id 2274 14049 Malayo-Sumbawan
Italian it 7116 108012 Romance
Japanese ja 3832 49198 Japanese
Korean ko 1732 13544 Korean
Malayalam ml 136 730 Southern Dravidian
Marathi mr 132 507 Indic
Malay ms 824 4650 Malayo-Sumbawan
Dutch nl 4151 41973 Germanic
Norwegian no 2514 24092 Germanic
Polish pl 6270 110381 Slavic
Portuguese pt 4466 45125 Romance
Romanian ro 1224 12117 Romance
Russian ru 7929 180891 Slavic
Sinhala si 31 65 Indic
Slovak sk 726 5748 Slavic
Slovene sl 1288 8577 Slavic
Serbian sr 1611 24093 Slavic
Swedish sV 2865 23152 Germanic
Swahili sw 22 74 Bantoid
Tamil ta 250 1682 Southern Dravidian
Telugu te 39 243  South-Central Dravidian
Thai th 800 4749 Kam-Tai
Turkish tr 2342 19846 Turkic
Ukrainian uk 3428 53098 Slavic
Vietnamese  vi 1439 13744 Viet-Muong
Chinese zh 2759 21259 Chinese
Total 10947 1805866

Table 3.9: Proposed dataset summary (by languages)
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Figure 3.8: Test accuracy of mBERT-bi and mBERT-cross in multilingual and crosslingual tasks.

The languages on the x-axis are sorted in the increasing order of mentions.
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Mention Context: At the 2000 Summer Olympics in Sydney, Sitnikov competed only in two swimming events.
He eclipsed a FINA B-cut of 51.69 (100 m freestyle) from the Kazakhstan Open Championships in Almaty. On
the first day of the Games, Sitnikov placed twenty-first for the Kazakhstan team in the 4 x 100 m freestyle relay.
Teaming with Sergey Borisenko, Pavel Sidorov, and Andrey Kvassov in heat three, Sitnikov swam a lead-off leg
and recorded a split of 52.56, but the Kazakhs settled only for last place in a final time of 3:28.90. Three days
later, in the 100 m freestyle, Sitnikov placed fifty-third on the morning prelims. Swimming in heat five, he raced
to a fifth seed by 0.15 seconds ahead of Chinese Taipei’s Wu Nien-pin in 52.57.

Predicted Label: Swimming at the 2008 Summer Olympics — Men’s 100 metre freestyle: The men’s 100 metre
freestyle event at the 2008 Olympic Games took place on 12—14 August at the Beijing National Aquatics Center
in Beijing, China. There were 64 competitors from 55 nations.

Gold Label: Swimming at the 2000 Summer Olympics — Men’s 100 metre freestyle: The men’s 100 metre freestyle
event at the 2000 Summer Olympics took place on 19-20 September at the Sydney International Aquatic Centre
in Sydney, Australia. There were 73 competitors from 66 nations. Nations have been limited to two swimmers
each since the 1984 Games.

Mention Context: In 2012, WWE reinstated their No Way Out pay-per-view (PPV), which had previously ran
annually from 1999 to 2009. The following year, however, No Way Out was canceled and replaced by Payback,
which in turn became an annual PPV for the promotion. The first Payback event was held on June 16, 2013 at the
Allstate Arena in Rosemont, Illinois. The 2014 event was also held in June at the same arena and was also the
first Payback to air on the WWE Network, which had launched earlier that year. In 2015 and 2016, the event was
held in May. The 2016 event was also promoted as the first PPV of the New Era for WWE. In July 2016, WWE
reintroduced the brand extension, dividing the roster between the Raw and SmackDown brands where wrestlers
are exclusively assigned to perform. The 2017 event was in turn held exclusively for wrestlers from the Raw
brand, and was also moved up to late-April.

Predicted Label: Battleground (2017): Battleground was a professional wrestling pay-per-view (PPV) event and
WWE Network event produced by WWE for their SmackDown brand division. It took place on July 23, 2017,
at the Wells Fargo Center in Philadelphia, Pennsylvania. It was the fifth and final event under the Battleground
chronology, as following WrestleMania 34 in April 2018, brand-exclusive PPVs were discontinued, resulting in
WWE reducing the amount of yearly PPVs produced.

Gold Label: Payback (2017): Payback was a professional wrestling pay-per-view (PPV) and WWE Network
event, produced by WWE for the Raw brand division. It took place on April 30, 2017 at the SAP Center in
San Jose, California. It was the fifth event in the Payback chronology. Due to the Superstar Shake-up, the
event included two interbrand matches with SmackDown wrestlers. It was the final Payback event until 2020, as
following WrestleMania 34 in 2018, WWE discontinued brand-exclusive PPVs, which resulted in the reduction
of yearly PPVs produced.

Table 3.10: Examples of errors by the event linking system. (temporal reasoning related)
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Mention Context: Paul Wing (August 14, 1892 — May 29, 1957) was an assistant director at Paramount Pictures.
He won the 1935 Best Assistant Director Academy Award for “The Lives of a Bengal Lancer” along with Clem
Beauchamp. Wing was the assistant director on only two films owing to his service in the United States Army.
During his service, Wing was in a prisoner camp that was portrayed in the film “The Great Raid” (2005).

Predicted Label: 8th Academy Awards: The 8th Academy Awards were held on March 5, 1936, at the Biltmore
Hotel in Los Angeles, California. They were hosted by Frank Capra. This was the first year in which the gold
statuettes were called “Oscars”.

Gold Label: 7th Academy Awards: The 7th Academy Awards, honoring the best in film for 1934, was held on
February 27, 1935, at the Biltmore Hotel in Los Angeles, California. They were hosted by Irvin S. Cobb.

Mention Context: Fiir “Holiday Land” (1934) war er bei der Oscarverleihung 1935 erstmals fiir einen Oscar fiir
den besten animierten Kurzfilm nominiert. Eine weitere Nominierung in dieser Kategorie erhielt er 1938 fiir “The
Little Match Girl” (1937).

Predicted Label: 9th Academy Awards: The 9th Academy Awards were held on March 4, 1937, at the Biltmore
Hotel in Los Angeles, California. They were hosted by George Jessel; music was provided by the Victor Young
Orchestra, which at the time featured Spike Jones on drums. This ceremony marked the introduction of the Best
Supporting Actor and Best Supporting Actress categories, and was the first year that the awards for directing and
acting were fixed at five nominees per category.

Gold Label: 10th Academy Awards: The 10th Academy Awards were originally scheduled for March 3, 1938,
but due to the Los Angeles flood of 1938 were held on March 10, 1938, at the Biltmore Hotel in Los Angeles,
California. It was hosted by Bob Burns.

Table 3.11: Examples of errors by the event linking system. (temporal or spatial expression
related)
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Mention Context: Nel 2018 ha preso parte alle Olimpiadi di Pyeongchang, venendo eliminata nel primo turno
della finale e classificandosi diciannovesima nella gara di gobbe.

Predicted Label: Snowboarding at the 2018 Winter Olympics — Women’s parallel giant slalom: The women’s
parallel giant slalom competition of the 2018 Winter Olympics was held on 24 February 2018 Bogwang Phoenix
Park in Pyeongchang, South Korea.

Gold Label: Freestyle skiing at the 2018 Winter Olympics — Women’s moguls: The Women’s moguls event in
freestyle skiing at the 2018 Winter Olympics took place at the Bogwang Phoenix Park, Pyeongchang, South
Korea from 9 to 11 February 2018. It was won by Perrine Laffont, with Justine Dufour-Lapointe taking silver and
Yuliya Galysheva taking bronze. For Laffont and Galysheva these were first Olympic medals. Galysheva also
won the first ever medal in Kazakhstan in freestyle skiing.

Mention Context:
| o Liaguie JY € oo e licaly S5l | LS1A8Y gl dsasall paill pulea] (ole L,L.LJIJ RO I~
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tead | aloall s ) j5a¥ | Jgas! L] 4 cilel, cuiiia ol cpenly s ] 35S o

Predicted Label: Hungarian Revolution of 1956: The Hungarian Revolution of 1956 (), or the Hungarian Upris-
ing, was a nationwide revolution against the Hungarian People’s Republic and its Soviet-imposed policies, lasting
from 23 October until 10 November 1956. Leaderless at the beginning, it was the first major threat to Soviet con-
trol since the Red Army drove Nazi Germany from its territory at the end of World War II in Europe.

Gold Label: Suez Crisis: The Suez Crisis, or the Second Arab—Israeli war, also called the Tripartite Aggression
() in the Arab world and the Sinai War in Israel,

Mention Context: Tﬁiﬁﬁ&ﬁ i A 19094EA F 1 H 1 B i o LU Al 1y, PR A 9091 H I8 H BT Tk
frk, ALHAIOI2GETH THVE T, (25 11,010,000H El, s (IS A A9 124 12 1 H i LA
ke, Wi AS — orIBMRR. BEEH SR, BRI h RO el S R R B
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Predicted Label: Battle of the Yellow Sea: The Battle of the Yellow Sea (; ) was a major naval battle of the Russo-
Japanese War, fought on 10 August 1904. In the Russian Navy, it was referred to as the Battle of 10 August. The
battle foiled an attempt by the Russian fleet at Port Arthur to break out and form up with the Vladivostok squadron,
forcing them to return to port. Four days later, the Battle off Ulsan similarly ended the Vladivostok group’s sortie,
forcing both fleets to remain at anchor.

Gold Label: Siege of Tsingtao: The siege of Tsingtao (or Tsingtau) was the attack on the German port of Tsingtao
(now Qingdao) in China during World War I by Japan and the United Kingdom. The siege was waged against
Imperial Germany between 27 August and 7 November 1914. The siege was the first encounter between Japanese
and German forces, the first Anglo-Japanese operation of the war, and the only major land battle in the Asian and
Pacific theatre during World War 1.

Table 3.12: Examples of errors by the event linking system. (language-related)
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Mention Context: He established his own production company, Emirau Productions, named after the battle in
‘World War II in which Warren was injured.

Predicted Label: First Battle of El Alamein: The First Battle of El Alamein (1-27 July 1942) was a battle of the
Western Desert Campaign of the Second World War, fought in Egypt between Axis forces (Germany and Italy)
of the Panzer Army Africa () (which included the under Field Marshal () Erwin Rommel) and Allied (British
Imperial and Commonwealth) forces (Britain, British India, Australia, South Africa and New Zealand) of the
Eighth Army (General Claude Auchinleck).

Gold Label: Landing on Emirau: The Landing on Emirau was the last of the series of operations that made up
Operation Cartwheel, General Douglas MacArthur’s strategy for the encirclement of the major Japanese base at
Rabaul. A force of nearly 4,000 United States Marines landed on the island of Emirau on 20 March 1944. The
island was not occupied by the Japanese and there was no fighting. It was developed into an airbase which formed
the final link in the chain of bases surrounding Rabaul. The isolation of Rabaul permitted MacArthur to turn his
attention westward and commence his drive along the north coast of New Guinea toward the Philippines.

Mention Context: Ivanova won the silver medal at the 1978 World Junior Championships. She made her senior
World debut at the 1979 World Championships, finishing 18th. Ivanova was 16th at the 1980 Winter Olympics.

Predicted Label: FIBT World Championships 1979: The FIBT World Championships 1979 took place in
Konigssee, West Germany. It was the first championships that took place on an artificially refrigerated track.
The track also hosted the luge world championships that same year, the first time that had ever happened in both
bobsleigh and luge in a non-Winter Olympic year (Igls hosted both events for the 1976 games in neighboring
Innsbruck.).

Gold Label: 1979 World Figure Skating Championships: The 1979 World Figure Skating Championships were
held in Vienna, Austria from March 13 to 18. At the event, sanctioned by the International Skating Union, medals
were awarded in men’s singles, ladies’ singles, pair skating, and ice dance.

Mention Context: I13na4aibHO OTKPbITHE GAIIHE JOJIZKHO OBLIO COCTOsATHCs B Jekabpe 2011 roja, Ho nociie
3eMJIeTpAceHnd CTPOUTEJILCTBO 3aMe/JINJIOCHh U3-3a HeXBaTKU CPeJICTB.

Predicted Label: 2011 Christchurch earthquake: A major earthquake occurred in Christchurch, New Zealand,
on Tuesday 22 February 2011 at 12:51 p.m. local time (23:51 UTC, 21 February). The () earthquake struck the
Canterbury region in the South Island, centred south-east of the centre of Christchurch, the country’s second-most
populous city. It caused widespread damage across Christchurch, killing 185 people, in the nation’s fifth-deadliest
disaster.

Gold Label: 2011 Tohoku earthquake and tsunami: The occurred at 14:46 JST (05:46 UTC) on 11 March.
The magnitude 9.0-9.1 (Mw) undersea megathrust earthquake had an epicenter in the Pacific Ocean, east of the
Oshika Peninsula of the Tohoku region, and lasted approximately six minutes, causing a tsunami. It is sometimes
known in Japan as the , among other names. The disaster is often referred to in both Japanese and English as
simply 3.11 (read San ten ichi-ichiin Japanese).

Mention Context: 57> k - 7= + %+ 7 (Pointe du Hoc) B> S[alhr > 727 > ) HEDL > ¥ v —H0F%
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Predicted Label: Tunisian campaign: The Tunisian campaign (also known as the Battle of Tunisia) was a series
of battles that took place in Tunisia during the North African campaign of the Second World War, between Axis
and Allied forces. The Allies consisted of British Imperial Forces, including a Greek contingent, with American
and French corps. The battle opened with initial success by the German and Italian forces but the massive supply
interdiction efforts led to the decisive defeat of the Axis. Over 250,000 German and Italian troops were taken as
prisoners of war, including most of the Afrika Korps.

Gold Label: Operation Torch: Operation Torch (8 November 1942 — 16 November 1942) was an Allied invasion
of French North Africa during the Second World War. While the French colonies formally aligned with Germany
via Vichy France, the loyalties of the population were mixed. Reports indicated that they might support the Allies.
American General Dwight D. Eisenhower, supreme commander of the Allied forces in Mediterranean Theater of
Operations, planned a three-pronged attack on Casablanca (Western), Oran (Center) and Algiers (Eastern), then a
rapid move on Tunis to catch Axis forces in North Africa from the west in conjunction with Allied advance from
east.

Table 3.13: Examples of errors by the event linking system. (also errors in the dataset)
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Chapter 4

Background Summarization of Event
Timelines

This work was published at EMNLP 2023 (Pratapa et al., 2023).!

4.1 Introduction

should Events such as natural disasters, political conflicts, and elections are extensively covered
by news agencies and followed by readers throughout the world. Generating concise summaries
of these events is a challenging NLP task (Chen et al., 2021). For popular news stories, journalists
curate retrospective timelines that highlight key sub-events on a timeline. However, for a new
observer of a specific major event, catching up on the historical context needed to understand
the significance of the sub-event update can be a challenging ordeal. To this end, we present
the task of background news summarization that complements each update in a timeline with a
background summary.

Timeline summarization is the task of automatically extracting event timelines from a col-
lection of news articles (Chieu and Lee, 2004). Update summarization (Dang and Owczarzak,
2009) involves summarizing a set of recent articles, assuming the reader is already familiar with a
set of background articles. It has since been studied in shared tasks that track events in newswire
(Aslam et al., 2015) and Twitter feeds (Sequiera et al., 2018). Our novel proposed task of back-
ground summarization presents an orthogonal use case for the update summarization task. A
background summary provides sufficient historical context to the reader to help them understand
the latest news update. It summarizes what has happened previously, in order to explain the
background of the current news update.

Background summaries allow the reader to quickly grasp the historical context of an event
without having to read through potentially hundreds of news articles or long timelines regarding
a specific event. One application would be to contextualize short-text content (e.g., Tweets) with
background information from news articles about the events. In addition to providing much-
needed context, this can be useful for verifying the factuality of the events described in the tweet
(e.g., Twitter Community Notes). In a news-centric conversational Al setting, a background

'Code and data are available at: https://github.com/amazon- science/background-summaries.
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summary may be generated to answer a user request to “tell me what I need to know to understand
this event”.

On June 25th, 2009, Dr. Conrad Murray found pop star
Michael Jackson unconscious at his Los Angeles mansion.
Paramedics were called while Murray performed CPR. ...

later died at UCLA medical center. ... whose death by

“acute propofol intoxication” was ruled a homicide. ... In
February, Murray was charged with involuntary manslaughter, to
which he pleaded not guilty. Released on $75,000 bail, he was
allowed to resume practicing medicine, but was banned from ad-
ministering anesthetic agents, “specifically propofol”. ...

Dr. Conrad Murray finds Jackson unconscious
in the bedroom of his Los Angeles mansion.
Paramedics are called to the house while he
performs CPR, according to a recording of
the 911 call. Murray travels with the singer in
an ambulance to UCLA medical center where
Jackson later dies.

/

June 25, 2009

Michael Jackson’s fa-
ther, Joseph, files a
wrongful death lawsuit
against Murray.

Feb 8, 2010

Dr. Murray is

charged with involuntary manslaughter.

He pleads not guilty. Released on

$75,000 bail, he is allowed to resume
practicing medicine, but the judge

bans him from administering anesthetic agents,
“specifically propofol”.

Nov 29, 2011

/ ’
Dr. Conrad Murray
is sentenced to four years in county
jail. Judge Michael Pastor says the
evidence showed him to be guilty of a
“continuous pattern of lies and deceit”.

June 25, 2010

On June 25th, 2009, Dr. Conrad Murray found pop star Michael

On June 25th, 2009, Dr. Conrad Murray found pop star Michael
Jackson unconscious in the bedroom of his Los Angeles man-
sion. ... later died at UCLA medical center. ... A cocktail of
drugs was found in the singer’s body, whose death by “acute
propofol intoxication” has been ruled a homicide. Court docu-

Jackson unconscious at his Los Angeles mansion. ... later

died at UCLA medical center. ... whose death by acute propo-

fol intoxication was ruled a homicide. Murray pleaded not

guilty to the charge of involuntary manslaughter, ... prose-

cutors alleged that Dr. Murray acted negligently in giving

Jackson a lethal dose of propofol, ... The defense denied ... saying

ments revealed that Dr. Murray bought five bottles of propofol

the st d hi death while M t of th -
in May 2009 around the same time he was hired by Jackson. ... e iy —

Dr. Conrad Murray was found guilty of involuntary manslaughter
and was remanded in custody without bail until sentencing.

Figure 4.1: An illustration of the background summarization task. This is a snapshot from the
timeline of the Michael Jackson’s Death event. The timeline above shows four news updates
between June 25, 2009, and November 29, 2011. Each is complemented with a back-
ground summary that provides sufficient historical context to the events and entities described in
the update. We highlight phrases from the background that provide context to specific phrases in
the update text.

To construct a dataset for background summarization, we identify existing timeline datasets
centered around major news events. Specifically, we select the widely-used Timelinel7 (Binh Tran
et al., 2013), Crisis (Tran et al., 2015), and Social Timeline (Wang et al., 2015) datasets — identi-
fying 14 major news events from these datasets and prepare a single timeline of events for each
major event. The original datasets included multiple timelines for major events, collected from
different news agencies. For simplifying our annotation process, we merged all the timelines for
a given major event to create a single timeline. We present these timelines to expert annotators
and collect background summaries at each timestep for each news event. Figure 4.1 provides an
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example from the timeline of Michael Jackson’s death. The timeline starts on June 25th, 2009
with a news update. The following updates on Feb 8, June 25, and Nov 29 are substantiated
using background summaries that provide historical context regarding the event.

On the resulting annotated dataset, we experiment with a suite of summarization systems
based on Flan-T5 (Chung et al., 2022), LongT5 (Guo et al., 2022), and GPT-3.5 (OpenAl, 2022).
We propose to formulate the background summarization task as two different variants: (1) In
a generic summarization setting, we generate a background summary for the current update at
time step ¢ by using a concatenation of the past updates at time steps 1 through ¢ — 1. (2) In a
query-focused setting (Dang, 2005; Xu and Lapata, 2022), we utilize the update at time step ¢ as
a query. While the background summary does not include content from the current update, the
current update can still be used for conditioning the summarization of past updates. This could
potentially improve the utility of the backgrounds. For the query-focused summarization, we
explore multiple variants of the query and present a comparison of Flan-T5 and GPT-3.5.

Our experiments indicate that the fine-tuned Flan-T5 system outperforms GPT-3.5 on the
standard ROUGE metric while underperforming on factuality metrics. This illustrates the chal-
lenges associated with automatic metrics for summarization. Goyal et al. (2022a) and Zhang
et al. (2023) highlight the difficulties in using automatic metrics for comparing fine-tuned sys-
tem summaries against zero-shot summaries from high-quality large language models (LLMs).
Accordingly, we also present a novel question-answering-based evaluation of background sum-
maries in this work that measures the utility of a given background summary to an update. First,
we prompt GPT-3.5 to generate questions about the background of events and entities mentioned
in the update. Second, we extract answers from the background summaries to measure their
effectiveness in providing sufficient historical context to the update. Our proposed Background
Utility Score (BUS) measures the percentage of questions about current news updates that are
answerable by a background summary. Our human evaluation results show the effectiveness of
BUS. Our key contributions are as follows:

1. We present the new task of background summarization to help readers follow day-to-day
updates on complex real-world events.

2. We describe an expert-annotated dataset covering 14 major news events from 2005-2014
with over 1,100 background summaries.

3. We conduct benchmark experiments using state-of-the-art zero-shot and fine-tuned sum-
marization systems. We also explore query-focused summarization that generates the
background by using the current update text as a query.

4. We propose an effective QA-based evaluation metric, Background Utility Score (BUS), to
measure the utility of a background summary with respect to contextualizing an update.

4.2 Related Work

Events in the real world are often complex, consisting of numerous threads (Liu et al., 2017),
and are reported by a large number of news agencies across the world. Tracking these events
and providing important and useful updates to users has been the focus of many works in natural
language processing and information retrieval communities (Chen et al., 2021). We highlight
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Major event Sources (# timelines) Time period #U len(U) len(B)

é Swine flu T17 (3) 2009 21 52 45
‘s Financial crisis T17 (1) 2008 65 115 147
T Iraq war T17 (1) 2005 155 41 162
| Haitian earthquake T17 (1) 2010 11 100 61
é Michael Jackson death T17 (1) 2009-2011 37 36 164
| BP oil spill T17 (5) 2010-2012 118 56 219
NSA leak SocialTimeline (1) 2014 29 45 50
Gaza conflict SocialTimeline (1) 2014 38 183 263
MH370 flight disappearance SocialTimeline (1) 2014 39 39 127

< Yemen crisis Crisis (6) 20112012 81 30 125
€ Russian-Ukraine conflict SocialTimeline (3) 2014 86 112 236
Libyan crisis T17 (2); Crisis (7) 2011 118 38 177
Egyptian crisis T17 (1); Crisis (4) 2011-2013 129 34 187
Syrian crisis T17 (4); Crisis (5) 20112013 164 30 162

Table 4.1: An overview of the news events used in our background summarization dataset. The
events are grouped into train, validation, and test splits. We list the source dataset and the number
of source timelines for each event. The time period provides the overall span of the event time-
line. The length of the timeline, the average word count of the (rewritten) updates, and newly
annotated backgrounds are specified in the final columns.

two specific variants of the event summarization task below,

Timeline summarization: Given a corpus of documents and a query, the task is to retrospec-
tively extract important events from the documents and place them along a timeline (Chieu and
Lee, 2004). A typical query consists of major events such as the Haitian earthquake or the BP
oil spill. Datasets rely on timelines compiled by news journalists from agencies such as BBC,
Reuters, and The New York Times, amongst others. Notable datasets for this task include Time-
linel7 (Binh Tran et al., 2013), Crisis (Tran et al., 2015), Social Timeline (Wang et al., 2015),
entities dataset (Gholipour Ghalandari and Ifrim, 2020), and TLS-Newsroom (Born et al., 2020).

Update summarization: Dang and Owczarzak (2009) first proposed the task of update sum-
marization. Given two sets of documents A & B, the task is to generate a query-focused update
summary of the document set B assuming the user of the summary has already read the docu-
ments from set A. This task has since been studied on documents from newswire (Aslam et al.,
2015) and Twitter feeds (Sequiera et al., 2018). In contrast to the timeline summarization task,
systems do not have access to the documents from the future. Updating users about critical news
events in real-time is very important to news and government agencies (Guo et al., 2013). How-
ever, comprehending these updates can be challenging for new readers. Our proposed task of
background summarization serves a complimentary purpose to updates.
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Background summarization: Hayashi et al. (2020) proposed the task of disentangled paper
summarization, in which two separate summaries are generated for an academic paper: one
summary describing the paper contribution, and another summarizing paper context. A related
setting for news events can be a disentangled summarization of updates and backgrounds of
events. Chen et al. (2022) presented a dataset of TV series transcripts and human-written recaps
(SummScreen). Similar to a background in our task setup, recaps can help viewers understand
the current episode. A key distinction is that a recap typically provides information from the
most recent episode(s) only, but it does not provide general context to the story. In contrast,
background summaries often include information from the very first update to put the current
event in context.

Some prior works have studied the impact of background knowledge in the standard sum-
marization task setup (Louis, 2014; Peyrard and West, 2020). A typical summarization setup
requires a system to generate a summary of a collection of documents while ignoring any back-
ground knowledge already known to the receiver (or reader). Peyrard and West (2020) used a
broader definition of background. In their setup, the background constitutes a document collec-
tion that the user is already familiar with, similar to the document set A from the above definition
of update summarization. Our definition of background constitutes a summary of previous up-
dates in a given event that are directly relevant to the current, most recent update.

Long-form summarization: Our proposed task often contains long timelines of events, requir-
ing systems to perform long-form summarization. There is a growing effort in the community to
improve long-range summarization systems. This includes works on book summarization (Wu
et al., 2021), meeting summarization (Zhang et al., 2022), TV script summarization (Chen et al.,
2022) and evaluation of long-form summarization systems (Krishna et al., 2023).

4.3 Background Summarization

Event timelines help readers keep track of updates regarding major news events. They provide
a concise overview of the event’s progress over time, without the need to read through hundreds
or thousands of news articles written about the event. However, for long-lasting events, keeping
track of all the sub-event threads can pose a major challenge for the user (Liu et al., 2017).
We postulate that complementing each update with a short background summary regarding the
event’s past can assist the user in understanding the update. Our approach is inspired by the
standard inverted pyramid structure of news articles (Pottker, 2003). Typically, news articles
consist of new newsworthy information at the top, followed by further details about the story,
and end with necessary background information. This background information helps the reader
gain a full perspective of the news story. In this work, we extend this to news timelines.

4.3.1 Task

Given an event timeline consisting of a time series of updates (U1, . .., Ur), the task is to generate
background summaries (Bs, ..., By) for all updates after U;. For each timestep ¢ > 1, we wish
to find the background summary B, that maximizes p(B; | Uy, ..., U;_1; q) where ¢ is a query. In
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the generic baseline setting, ¢ is empty; in the query-focused setting, ¢ is set to the current update
U,. In the latter case, we do not aim to summarize U;, but we use it to direct the summarization
of the previous updates toward content that can help explain the current update U,.

Note that each background summary B; is generated directly from the previous updates,
independently from the previous background summary B;_;. This enables us to include details
relevant to U, from particular previous updates that may not be found in B;_;.

4.3.2 Dataset Construction

To the best of our knowledge, there are no existing datasets that provide background summaries.
Accordingly, we compile a new, expert-annotated dataset for this, building upon three popular
news timeline summarization datasets, Timelinel7 (Binh Tran et al., 2013), Crisis (Tran et al.,
2015), and Social Timeline (Wang et al., 2015).

Timelinel7: compiled from an ensemble of news websites, this dataset provides 17 timelines
spanning 9 major events from 2005-2013.

Crisis: a follow-up to the Timelinel7 dataset, this covers 25 timelines spanning 4 major
events. While it mostly covers a subset of events from Timelinel7, it adds a new event (the
Yemen crisis).

Social Timeline: compiled 6 timelines covering 4 major events from 2014. The timelines
were collected from Wikipedia, NYTimes, and BBC.

Table 4.1 provides an overview of the 14 major news events compiled from the three datasets.
Since the timelines were collected from various news websites (CNN, BBC, NYTimes, etc.),
many events have more than one timeline. As each timeline covers the same underlying event,
we merge them using timestamps to create a single timeline per event. During this merging
process, we often end up with more than one update text per timestamp with possibly duplicate
content. We ask the annotators to first rewrite the input updates to remove any duplicate content.
Our annotation process for each news event contains the following three steps:

1. Read the input timeline to get a high-level understanding of the event.

2. For each timestep, read the provided ‘rough’ update summary. Rewrite the update into a
short paragraph, removing any duplicate or previously reported subevents.

3. Go through the timeline in a sequential manner and write a background summary for each
timestep.

Based on this process, we hired three professional annotators. For each timeline, we collect
three independent (rewritten) update and (new) background pairs. Our full annotator guidelines
are provided in Table 4.5 in the Appendix. Due to minor differences in the rewritten updates
in the timelines, we do not merge the annotator timelines. Table 4.1 provides average lengths
of rewritten updates and newly annotated background summaries for each major event. In our
final dataset, each timestep in the timeline has three pairs of rewritten updates and background
summaries.

62



ROUGE-1 ROUGE-2 ROUGE-L

Rewritten updates

Annotator 1 80.9 64.4 74.9
Annotator 2 72.9 54.2 66.2
Annotator 3 80.1 63.2 73.3
Background summaries

Annotator 1 47.9 21.3 43.3
Annotator 2 44.9 16.6 39.5
Annotator 3 48.0 21.1 434

Table 4.2: TAA across 14 major events.

4.3.3 Dataset Splits

For our experiments, we split the 14 major events into a train (3 events), validation (3 events),
and test set (8 events). Table 4.1 lists the events in each split. We include a mixture of short and
long timelines across the splits and the test set is mostly temporally separated from the train/dev
splits.

Considering the strong few-shot summarization capabilities of large language models (Goyal
et al., 2022a; Zhang et al., 2023), we decided to budget only a small fraction of expert-annotated
data for training and development and leave most events to the test set. This allows sufficient
data for further fine-tuning instruction-based models (Flan, GPT-3+) to our new task while main-
taining sufficient diversity in the test set.

4.3.4 Inter-annotator Agreement

To measure the inter-annotator agreement (IAA), we compute ROUGE scores? with one anno-
tator’s summary as the hypothesis and the remaining two annotators’ summaries as references.’
Table 4.2 presents the IAA scores for both the re-written updates and the newly annotated back-
grounds. As expected, we see high ROUGE scores on the rewritten updates. The scores are
lower for background summaries, indicating the inherent variance in background summaries.

4.3.5 Background Utility Score (BUS)

Automatic metrics such as ROUGE are found to correlate poorly with human judgments of sum-
maries (Louis and Nenkova, 2013; Peyrard, 2019). Recent studies highlighted the ineffectiveness
of standard metrics when comparing fine-tuned and zero-shot summaries (Goyal et al., 2022a;
Zhang et al., 2023). To account for these limitations and the need to evaluate the quality of back-
grounds, we propose a QA-based metric for the background summarization task. Our metric,
Background Utility Score (BUS), measures the utility of a background B, to the corresponding
update Uj.

2For ROUGE-L, we use the Lsum variant in the HuggingFace evaluate package.
3Multi-reference ROUGE returns a maximum score among references.
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(Human) The well is located
5,000 ft below the surface of

Apr11 24, 2010. the Gulf of Mexico, 84km

For the first time, oil is found to be leaking from the south-east of Venice, Louisiana.

well. Pressure and release rate are unknown. A home- Where is the (GFPT-3.5) The well
. .. . E— is located in the

land security report on critical infrastructure says the well located?  Guif of Mexico.

problem has “no near-term impact to regional or na- (Flan-T5-XL) The well is lo-

tional crude oil or natural gas supplies.” cated in the Gulf of Mexico.

(Human) The well
is owned and op-

erated by BP.
GpT-  What caused  (Human) Who owns and (GPT-
35)N/A the oil leak? N/A operates the well? 3.5 N/A
(Flan-T5-XL) The oil started leak- (Flan-T5-
XL) N/A

ing due to the explosion of the
Deepwater Horizon drilling rig.

Figure 4.2: Examples of question-answer pairs for BUS (§4.3.5) generated by prompting GPT-
3.5. This example shows an update text from the BP oil spill event. Questions are generated
from the current update U;, and the answers are generated based on three different background
summaries B; (Human, GPT-3.5, Flan-T5-XL); N/A means the background summary did not
provide an answer. The BUS score is calculated per system as the percentage of questions an-
swered by its background summaries. See Table 4.8 in the Appendix for the full background
summaries.

To measure the utility, we first prompt a GPT-based model to generate (background) ques-
tions from the update text (U;). We then re-prompt the model to extract answers from the back-
ground text (5;). BUS measures the percentage of questions answerable by the background.
Figure 4.2 presents examples of generated QA pairs. The background summary should be able
to answer any questions the reader may have upon observing an update. While these questions
are latent, we sample them by prompting a GPT-based model.

BUS is inspired by QuestEval (Scialom et al., 2021), an interpretable QA-based factuality
metric for summarization. QuestEval measures the recall score by extracting questions from the
source and computing the exact match F; between answer spans from the source and summary
(vice-versa for precision). BUS is also tangentially related to recent LLLM-based evaluation sys-
tems such as in Vicuna (Chiang et al., 2023) that explored the use of chatbots for evaluating
chatbots.

4.4 Experiments

For our background summarization task, we experiment with three summarization systems, Flan-
TS5 (Chung et al., 2022), LongT5 (Guo et al., 2022), and GPT-3.5 (OpenAl, 2022).

Flan-T5: an instruction fine-tuned version of TS5 (Raffel et al., 2020). We use Flan-T5-XL
with a maximum source length of 512 tokens.*

4https://hf.co/google/ﬂan—tS—xl
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ROUGE-1 ROUGE-2 ROUGE-L QuestEval BERTScore P BUS-GPT-3.5

generic
Flan-T5-XL 43.5|41.4 204|174 399]|37.6 312|250 86.3|85.6 46.0 | 42.2
GPT-3.5 40.5137.7 155]|11.7 36.6]33.0 372|305 838.2|87.2 59.1|54.3

query-focused
Flan-T5-XL 43.0|41.3 20.6|174 39.5|37.6 30.8|249 86.2|85.6 46.6 | 43.6
GPT-3.5 40.2140.5 154|129 36.1|359 369|31.7 879|875 49.9|47.5

Table 4.3: System performance (dev | test) on the background summarization task.

LongT35: a sparse attention variant of TS5 that utilizes two efficient attentions, local and
transient-global. Source length can be significantly longer than the standard 512 token limits of
a T5-based system (§4.3.2). We use the Long-T5-TGlobal-XL with a maximum source length of
4096.°

GPT-3.5: a variant of the InstructGPT model (Ouyang et al., 2022) optimized for dialogue
using reinforcement learning with human feedback. We use this model in a zero-shot setting. We
set a maximum source length of 3696.°

We explore both generic and query-focused summarization settings (§4.3.1). In the query-
focused setting, we use the current update (U;) as an additional input to the summarization sys-
tem.

Generic: We use a task prefix ‘summarize:’ to instruct T5-based systems. For GPT-3.5, we
use a task suffix, ‘Provide a short summary of the above article.’

Query-focused: The input for the T5-based systems follows the template, ‘Generate a short
query-focused summary of the background. Query: <query>, Background: <past updates>.” For
GPT-3.5, we use a task suffix, ‘Generate a short query-focused summary of the background.’
We use 512 and 128 limits for source and query. We consider two variants for queries. First,
we use the full update (U;) as the query. Second, we first extract named entities from and use
those keywords as the query. The named entity-based approach removes any potential noise from
the update and focuses solely on extracting background information about important persons or
locations specified in the update. We use SpaCy English NER model to extract named entities
from the query.

Across all our systems, when necessary we truncate the oldest updates from the input.” We
train both Flan-T5 and LongT5 using DeepSpeed’s ZeRO Stage 3 (Rasley et al., 2020). We set a
maximum target length of 400 tokens.

BUS: We use GPT-3.5 as our question and answer generation system (ref. BUS-GPT-3.5).
We generate five questions per update and use heuristic patterns on GPT answers to identify
unanswerable questions.® Following recent work that showed better human alignment with GPT-

Shttps://hf.co/google/long-t5-tglobal-x1l

®At the time of our experiments, this corresponds to the gpt-3.5-turbo-0301 version. https://platform.
openai.com/docs/models/gpt-3-5

"Other viable options are truncating middle updates or ranking updates based on their relevance to the current
update.

8see Table 4.6 in Appendix for the instruction templates.
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Human Flan-T5-XL GPT-3.5
0.2430 -0.0750 -0.1680

Table 4.4: Results of the human evaluation on AMT using best-worst scaling (BWS). Values
range from —1 (worst) to 41 (best).

4 (Liu et al., 2023a), we also experiment with BUS-GPT-4.°

4.5 Results

4.5.1 Automatic Evaluation

Table 4.3 presents the results on validation and test sets for Flan-TS and GPT-3.5 in both generic
and the NER-based query-focused setups. We report scores on the standard summarization met-
ric ROUGE (Lin, 2004), two factuality metrics QuestEval (Scialom et al., 2021), and BERTScore
Precision (Zhang* et al., 2020; Pagnoni et al., 2021) and our proposed utility metric BUS (§4.3.5).

On the generic summarization setup, we observe that fine-tuned Flan-T5 outperforms zero-
shot GPT-3.5 on ROUGE. However, the zero-shot GPT-3.5 model fares much better on factuality
metrics and BUS. These trends are also valid in the NER-based query-focused formulation. In-
terestingly, we find the query-focused formulation generally underperforms the generic task.!'”
In our experiments, we found Long-T5 underperforms Flan-T5 on the dev set (Table 4.9 in Ap-
pendix). We leave further evaluation of Long-T5-based systems for future work.

4.5.2 Human Evaluation

We conduct a human evaluation to determine the relative quality of the human-written back-
grounds (subsection 4.3.2) and those generated by Flan-T5-XL and GPT-3.5 (generic; top-half
of Table 4.3). We chose to evaluate the generic systems instead of query-focused systems due to
their superior performance on ROUGE and factuality metrics on the development set.

Setup: We use the Amazon Mechanical Turk (AMT) platform. We sample 1,000 news updates
from the test set and pair each one with the three background summaries, displayed in random
order. We collect judgments from three annotators about which of the three displayed summaries
is the best (i.e., most helpful) and which one is the worst (i.e., least helpful). We use majority
voting to pick the best and worst summaries. Detailed instructions are shown Figure 4.5 in
Appendix. Since annotators on the AMT platform are non-experts, we use multiple methods to
obtain high-quality judgments, including a qualification test and time controls; details including
fair compensation of the annotators are described in Appendix 4.8.2.

We use gpt-3.5-turbo-0301 and gpt-4-0613.
10We present further analysis in 4.8.5 in the Appendix.
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Figure 4.3: Vote distribution for best and worst systems from our human evaluation.

Results: We use best-worst-scaling (BWS; Kiritchenko and Mohammad (2017)); Table 4.4
shows the results. The values are computed as the percentage of times a summary type is chosen
as best minus the percentage of times it is selected as worst. Values of 1.0 or —1.0 indicate
that the system has been unanimously picked as ‘best” and ‘worst’ respectively. We observe that
the human-written summaries are substantially preferred over both Flan-T5-XL and GPT-3.5
summaries.

Agreement: Figure 4.3 presents the vote distribution for the best and worst summaries across
the 1k examples. Human-written backgrounds are rated the best by at least two annotators in
45% of the examples. They were rated the worst in less than 17% of the examples. Flan-T5 and
GPT-3.5 have very similar best-vote distributions (23% and 20%). We see unanimous agreement
on the best or worst system in less than 15% of the examples.

Justifications: Annotators tend to prefer human backgrounds over GPT-3.5’s due to their com-
prehensiveness. In the justifications we collected as a part of our AMT evaluation, human back-
grounds were described as ‘most comprehensive’, and providing ‘complete context’. On the
other hand, GPT-3.5 backgrounds were described as ‘too short’, ‘just a timeline’, and providing
‘least information’.

4.6 BUS Analysis

Our human evaluation results showed variance amongst Turkers (Figure 4.3). This is in line with
the observations made by prior work on standard summarization datasets (Goyal et al., 2022a;
Zhang et al., 2023). While human evaluation can be very useful, past work highlighted the
difficulties in choosing evaluation dimensions and task design (Khashabi et al., 2022). Goyal
et al. (2022a) recommends using an evaluation setup based on how users utilize the system in
practice. To this end, we analyze the effectiveness of BUS (§4.3.5) in measuring the real-world
utility of background summaries.
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Figure 4.4: Aggregated best-worst votes for human-written, Flan-T5-XL, and GPT-3.5 back-
grounds on the test set. The top and bottom halves report voted-best and voted-worst system
counts respectively.

4.6.1 BUS-GPT

Setup: Following our human evaluation setup (§4.5.2), we compare human-written, Flan-T5-
XL, and GPT-3.5 backgrounds. We compute the percentage of answerable questions using BUS
(§4.3.5) and use this score to identify the best and worst systems for each update.

Results: Figure 4.4 provides the best-worst vote counts on the same 1,000 updates from test set
using GPT-3.5-based BUS (ref. BUS-GPT-3.5) and GPT-4-based BUS (ref. BUS-GPT-4).!! For
comparison, we also include the vote counts from our human evaluation (§4.5.2; ref. BWS).!2

With BUS-GPT-3.5, we observe that human-written backgrounds slightly outperform GPT-
3.5. Flan-T5 significantly underperforms. BUS—GPT-4 is more closely aligned with our best-
worst scaling human evaluation (BWS). This is in line with similar observations from prior work
on GPT-4-based evaluation (Liu et al., 2023a).

Overall, BUS—-GPT-3.5 and BUS-GPT-4 exhibit different trends for human-written and GPT-
3.5 backgrounds. To analyze this discrepancy, we present a BUS—human evaluation that uses
question-and-answer pairs compiled by humans.

4.6.2 BUS-Human

Instead of relying on GPT-3.5 (or 4), we use Mechanical Turk to generate question-answer pairs.
We first ask annotators to generate five background questions for each of the 1,000 news updates.
For each of these tuples of update and questions, we pair it with one of the associated background
summaries and ask annotators to attempt to answer all five questions using only information in
one of the background summaries (or write none if the summary does not contain the answer).

"For each example, we use BUS to designate one or more systems as best (or worst).
12See subsection 4.8.5 in Appendix for event-level results.
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We then calculate BUS—Human as the percentage of answered questions per background sum-
mary type.!> Results are presented in Figure 4.4 (ref. BUS—Human). BUS—Human shows clear
alignment with our human evaluation results (BWS) and BUS—-GPT-4, illustrating the effective-
ness of our proposed BUS metric. However, this also highlights a potential drawback of using
an automatic system such as GPT-3.5 for generating question-answer pairs.

4.6.3 Comparison of BUS methods

Questions: We analyze the questions generated by the three variants, BUS-GPT-3.5, BUS—-
GPT-4, and BUS-Human. In the Appendix, we provide questions generated for example updates
from three test events, MH370 flight disappearance (Table 4.10), Yemen crisis (Table 4.11), and
Libyan crisis (Table 4.12). Overall, both humans and GPT generate questions that specifically
target background knowledge. Turkers’ questions are specific and short, while GPT questions
are more detailed and often contain two or more sub-questions. Questions target aspects such as
named entities (Table 4.10) and past events (Table 4.11, Table 4.12).

However, we also see questions that do not target background information. Some questions
from humans and GPT ask for additional details about events described in the update. See Q3
from Turker 2 and Q4 from GPT-3.5 in Yemen crisis (Table 4.11), and Q5 from GPT-4 in Libyan
war (Table 4.12). A few questions ask about the consequences of the events described in the
update. See Q5 from GPT-4 in MH370 disappearance (Table 4.10), Q4 & QS5 from Turker 2 in
Yemen crisis (Table 4.11).

BUS-GPT-3.5 vs BUS-GPT-4: We notice BUS-GPT-3.5 suffers from answer hallucination,
i.e., responds with an answer even if its not mentioned in the background text. On the other hand,
GPT-4 is better at declining unanswerable questions (Table 4.13 in the Appendix). This explains
our observation of better human alignment with BUS-GPT-4.

BUS-Human vs BUS-GPT: Our analysis indicates human evaluation remains the gold stan-
dard for our proposed background summarization task (BWS §4.5.2; BUS—Human §4.6.2). GPT-
4 presents promising results and could serve as a fast, cost-effective alternative to human evalu-
ation.

Applications: We believe BUS can be extended to related summarization tasks such as TV
recaps (Chen et al., 2022) and disentangled summarization of scientific articles (Hayashi et al.,
2020). A BUS-like metric can measure the relevancy of the recap to the current TV episode and
the paper context to its contributions.

4.7 Conclusion & Future Work

To help readers follow long and complex event timelines, we propose the task of news back-
ground summarization. We compliment each update in the timeline with a background summary

13 Appendix 4.8.3 contains more details about our setup, annotation guidelines, and compensation.
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that provides sufficient context to the readers. We present an expert-annotated dataset for this
task with over 1,100 background summaries from three annotators. On this dataset, we bench-
mark a suite of state-of-the-art summarization systems (Flan-T5, LongT5, and GPT-3.5). Our
results show the zero-shot GPT-3.5 system outperforms the fine-tuned systems on the factuality
metrics while underperforming on ROUGE. Given the lack of a metric that accurately captures
the utility of a background summary to the news reader, we propose a novel QA-based metric,
BUS, which measures the percentage of questions about the updates that are answerable from
the respective background summaries.

For future work, we plan to explore background summarization directly from news articles
instead of past updates. Sub-events previously considered unimportant but directly consequential
to the latest news update can be captured in this setup. We are also interested in benchmarking
aspect-based summarization systems for our task.

4.8 Appendix

4.8.1 Annotation Guidelines for Writing Background Summaries

Table 4.5 presents the guidelines we presented to the annotators who wrote the summaries for
our dataset (from subsection 4.3.2). We conducted multiple rounds of training with the annota-
tors, where we reviewed annotator’s work and provided feedback on the quality of background
summaries.

4.8.2 Details on the MTurk BWS Evaluation

We provide additional details on our Amazon Mechanical Turk setup (from subsection 4.5.2).
We give detailed instructions to the annotators, see Figure 4.5. Workers who complete the tasks
too quickly are automatically removed from our worker pool; their answers are replaced with
new answers. We also use a bonus incentive structure. Every worker who passes the automatic
time check receives a bonus at the end. In addition, we only use workers from our pool of about
300 trusted workers from previous studies. These were selected in two stages: (1) We only
considered workers from countries whose main language is English and who have completed
100 or more HITs so far with an acceptance rate of 95% or higher. (2) In addition, workers
must have passed an initial custom qualification test for a related text classification task we have
conducted. Moreover, the resulting pool of workers has been used in more than 50 previous
experiments, and we have over time removed any workers who have provided low-quality output
in those previous experiments. On our batch of 1,000 HITs for the present human evaluation, we
allowed any worker to complete a maximum of 333 HITs so that no worker can dominate the
results. We used three annotators per HIT.

Payment: We paid $0.70 per HIT with a bonus of $0.05 for all workers who passed automatic
quality checks. 39 workers worked on our HITs overall, spending a median time of 169.0 seconds
per HIT. This amounts to an average pay of $14.91 per hour per worker.

70



4.8.3 Details on the MTurk BUS Evaluation

In order to calculate the BUS metrics based on human-written questions and answers (from
subsection 4.6.2), we conducted two separate MTurk evaluations: (1) we obtained questions
about news events and (2) we obtained answers to these questions given the different background
summaries (human-written, or generated from GPT-3.5 or from Flan-T5). For both evaluations,
we used the same general setup and annotator qualifications as described in §4.8.2.

To obtain five background questions for each of 1k news updates, we submitted 1,000 HITs.
We paid $0.75 per HIT with a bonus of $0.05 for all workers who passed automatic quality
checks. 46 workers worked on our HITs overall, spending a median time of 179.0 seconds per
HIT. This amounts to an average pay of $15.08 per hour per worker. The annotation guidelines
and an example annotation are shown in Figure 4.6. We allowed any worker to complete a
maximum of 333 HITs so that no worker can dominate the results.

To obtain answers to the five questions per news update with respect to the three different
background summaries, we submitted 3,000 HITs. We paid $0.70 per HIT with a bonus of $0.05
for all workers who passed automatic quality checks. 38 workers worked on our HITs overall,
spending a median time of 144.2 seconds per HIT. This amounts to an average pay of $17.47 per
hour per worker. The annotation guidelines and an example annotation are shown in Figure 4.7.
We allowed any worker to complete a maximum of 500 HITs.

4.8.4 Experiment Setup

TS-based systems: We perform training using DeepSpeed ZeRO stage 3 on two A6000 GPUs.
We train the models for 10 epochs and pick the best model using the ROUGE-L score on the dev
set. We use a per-device batch size of 8 and a learning rate of 1e-5. We use the Seq2SeqTrainer
from Hugging Face in all of our experiments. At inference time, we use a beam size of 4, a
length penalty of 2.0, and a no-repeat ngram size of 3.

GPT-based systems: We use the OpenAl python API for all of our GPT-based systems.

Instructions for BUS—-GPT: Table 4.6 presents our instruction templates for question and an-
swer generation using GPT models.

Metrics: ROUGE, BERTScore and QuestEval.!#15:16

4.8.5 Additional Results

Event-level BUS: Similar to the results in Figure 4.4, we report the best-worst vote counts
per event in the test set. For each event, we report counts for BWS (Figure 4.8), BUS-GPT-3.5
(Figure 4.9), BUS—-GPT-4 (Figure 4.10) and BUS-Human (Figure 4.11).

14https://hf.co/spaces/evaluate-metric/rouge
BShttps://hf.co/spaces/evaluate-metric/bertscore
16https://github.com/ThomasScialom/QuestEval
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Terminology

Update: a short text summary of what’s new in the news story. This text summa-
rizes the latest events, specifically ones that are important to the overall story.
Background: a short text summary that provides sufficient historical context for
the current update. Background aims to provide the reader a quick history of the
news story, without them having to read all the previous updates. Background
should cover past events that help in understanding the current events described in
the update.

Timestep: day of the event (YYYY-MM-DD).

Timeline: a series of timesteps. Each timestep in a timeline is associated with an
update and a background summary.

Super event: the key news story or major event for which we are constructing a
timeline. For instance, ‘Egyptian Crisis’, ‘BP oil spill’, ‘MH 370 disappearance’
are some of the super events from our dataset.

Annotation Steps

We follow a three-stage annotation process,

Stage-0: Read the input timeline to get a high-level understanding of the super-
event.

Stage-1: For each timestep, read the provided ‘rough’ update summary. Rewrite
the update into a short paragraph, removing any duplicate or previously reported
subevents.

Stage-2: Go through the timeline in sequential manner and write background sum-
maries for each timestep.

Table 4.5: Annotation guidelines for the background summarization task.

Query-focused Summarization: In Table 4.3, our query-focused summarization setup did not
provide gains. To analyze this behavior, we further experiment with an alternate query format
where we use the full update text (U;) as the query. Table 4.7 presents the results on the Flan-
TS5 system using ROUGE-L, QuestEval and BUS. We notice only a slight improvement in the
performance when using full update text as the query.
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Instructions (Click to collapse)

In this task, we ask you to rate three text summaries about news events. You are given an update about a news story. These news stories are
about popular real-world events. Assume you have no prior or background information about the news story. You are then provided with three
texts, each a summary of the past events in the news story. Each summary should provide context to the reader and help them understand the
news update.

First, read the news update. Then, go through the three summaries that provide you with background information about the news story. Rate the
best and worst summaries. Feel free to choose multiple summaries as best (or worst) if they are equally effective (or ineffective) in helping you
understand the news update. Provide a short justification for your rating in the text box.

Please read the above instructions carefully before you start the task. Below is an update from a news story.

News Update: Date: 2011-03-02, Article: The military briefly repels the rebels in Port Brega, an important oil-producing complex, but the rebels soon
retake the city, with Gaddafi's forces retreating to Ras Lanuf.

For the above update, the following three summaries provide the necessary historical context from the news story. A good summary will provide
relevant information from the past that helps you better understand the news update. Depending on their utility, identify the best (most helpful) and
worst (least helpful) summaries.

Background Summary 1: Libyans went on strike on 30 January 2011 to protest the 40-year rule of Moammar Gaddafi, who had been in power since
1969. On 28 February, the EU banned the sale of arms and ammunition to Libya, and imposed a visa ban and freeze on the assets of Gadhafi and five
of his family members. On 1 March, the UN General Assembly adopted a resolution to remove Libya from its seat on the 47-member Human Rights
Council.

Background Summary 2: The article chronicles the events of the Libyan revolution in 2011, starting with peaceful demonstrations and escalating to
violent clashes between protesters and security forces. The international community responds with condemnation, sanctions, and calls for Gaddafi to
step down. Anti-Gaddafi rebels gain control of several cities, and the UN General Assembly removes Libya from its seat on the Human Rights Council.
Background Summary 3: Following the fall of Egyptian President Hisni Mubarak, protesters in Benghazi and other cities across Libya called for
Libyan leader Moammar Gaddafi to step down. Gaddafi called in the army to suppress the rebellion, leading to much bloodshed which was

condemned by the UN Security Council and the Arab League. As rebels took control of most eastern cities and closed in on Tripoli, international
condemnation of the Libyan regime intensified, with the UN and EU imposing sanctions on the country, including an arms embargo.

Rate the best and worst summaries.

Best summary (J Summary 1 [J Summary 2 [J Summary 3
Worst summary () Summary 1 [J Summary 2 [J Summary 3

Justification

Figure 4.5: This screenshot shows the human annotation interface to determine the best and the
worst background summary for for best-worst scaling. In this example, the random order of
displayed summaries is Flan-T5-XL, GPT-3.5, followed by the human-written summary. Here,
both annotators marked the human-written summary as the best and the GPT-3.5 summary as the
worst.
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BUS question generation

Update: {update}

Imagine you read the above update about a
news story. You have no prior information
about the story. Generate five background
questions you might have about the story.

BUS answer extraction

Background: {background}

Questions: {questions}

For each question, list answers from the back-
ground text when available. Say “unanswer-
able” if the question is not answered in the
background text.

Table 4.6: Instruction templates for GPT-based question-answer generation.

Flan-T5-XL ROUGE-L QuestEval BUS

query: U 39.5 30.9 46.9
query: NE(U,) 39.5 30.8 46.6

Table 4.7: Ablation studies on different queries for background summarization task (dev set).
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Instructions (Click to collapse)

In this task, we ask you to write questions based on a given text. You are given an update about a
news story. These news stories are about popular real-world events. Assume you have no prior or
background information about the news story. Write five questions you might have about the
background of this news story. This could be about past events in the news story. The questions
should be between 5 and 15 words long. See two examples below,

Example 1

News Update: Date: 2009-05-01, The US CDC says that the flu outbreak may be less serious than
first feared. The WHO has no plans to increase the alert level from phase five to phase six. The
number of confirmed cases in Scotland rises to three, as a friend of lain and Dawn Askham testing
positive. There are now 15 confirmed cases in the UK.

Question 1: What caused the flu outbreak?

Question 2: Who are lain and Dawn Askham? and how are they related to the flu outbreak?
Question 3: What were previous assessments by US CDC and WHO on the flu outbreak?
Question 4: What is the timeline of the flu outbreak in the US?

Question 5: How did UK and Scotland respond to the flu outbreak?

Example 2

News Update: Date: 2008-09-23, On the first day of Capitol Hill hearings, lawmakers from both
parties questioned policymakers. According to James B. Lockhart lll of the Federal Housing
Finance Agency, Fannie Mae and Freddie Mac could not continue to cover mortgage losses without
government assistance. The FBI opens an investigation into whether fraud played a role in the
failure of financial giants Fannie Mae, Freddie Mac, Lehman Brothers, and AIG, bringing the total
number of bureau investigations into the crisis to 26. Major Japanese banks continue to acquire
Wall Street assets.

Question 1: What are the Capitol Hill hearings about?

Question 2: Why did Fannie Mae and Freddie Mac suffer mortgage losses?

Question 3: What caused the crisis that is being investigated by FBI?

Question 4: What is the timeline of the crisis until the Capitol Hill hearings?

Question 5: Why are major Japanese banks acquiring Wall Street assets? and what are these
assets?

Please read the above instructions carefully before you start the task. Below is an update from a news
story.

News Update: Date: 2011-05-01, Article: The NATO airstrike killed his youngest son, Seif al-Arab, and
three grandchildren but it did not hurt Gaddafi.

Write five questions you might have about the background of this news story. Do not ask questions

whose answer is contained directly in the above news update. We are interested in questions about the
events from the past that are related to the news update.

Background Questions

Question 1

What was the reason for the NATO airstrikes in Libya?

Question 2

Who was Seif al-Arab Gaddafi, and what was his role in the Libyan government?

Question 3

What were the circumstances of the airstrike that killed Seif al-Arab Gaddafi and his grandchildre

Question 4

What was the reaction of the Libyan government to the airstrike?

Question 5

What were the long-term consequences of the airstrike for the Libyan civil war?

Figure 4.6: This screenshot shows the annotation interface for MTurk annotators to write five
questions about a news event. The questions from an annotator are shown in the text fields as an
example.
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Instructions (Click to collapse)

In this task, we ask you to extract answers from a given text. You are given an article about events
in a news story. These news stories are about popular real-world events. Assume you have no prior
or background information about the news story. You are provided five questions. For each
question, extract answers (when available) from the article. If an answer is not available in the
article, write "None".

Please read the above instructions carefully before you start the task. Below is a article from a news
story.

Article: Demonstrators in Libya are demanding an end to Muammar Gaddafi's 42-year rule, taking part in
large protests in Benghazi, the capital Tripoli, and several other cities around the country. These have
been met with a strong-arm response from government security forces that has left hundreds dead and
injured and earned international condemnation. With committed support, excluding troops on the
ground, from the US, several European countries, the UN, and NATO, allied in pressing for the removal of
Gaddafi's regime, rebels have been fighting government forces over control of strategic cities. In a
speech, Gaddafi urged NATO to negotiate an end to airstrikes, accusing the coalition of killing civilians
and destroying the nation's infrastructure in order to seize control of oil production. According to the
government, a NATO missile attack on a house in Tripoli has killed Gaddafi's youngest son, Saif al-Arab,
and three grandchildren.

For each question below, extract the answer from the above article. If an answer is not available in the
article, write "None".

Question 1: What was the reason for the NATO airstrikes in Libya?
Question 2: Who was Seif al-Arab Gaddafi, and what was his role in the Libyan government?

Question 3: What were the circumstances of the airstrike that killed Seif al-Arab Gaddafi and his
grandchildren?

Question 4: What was the reaction of the Libyan government to the airstrike?

Question 5: What were the long-term consequences of the airstrike for the Libyan civil war?

Answers

Answer 1

To remove the Gaddafi regime.

Answer 2

He was Gaddafi's son, which his political role unspecified.

Answer 3

It was a NATO missile attack on a house in Tripoli.

Answer 4

Gaddafi urged NATO to negotiate to end the airstrikes.

Answer 5

None

Figure 4.7: This screenshot shows the annotation interface for MTurk annotators to answer five
questions about a news updates, given one of the background summaries. The answers from an
annotator are shown in the text fields as an example.
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Figure 4.8: Aggregated best-worst votes for human-written, Flan-T5, GPT-3.5 backgrounds
(BWS). The left and right halves report voted-worst and voted-best system counts respectively.
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Figure 4.9: Aggregated best-worst votes for human-written, Flan-T5, GPT-3.5 backgrounds
(BUS-GPT-3.5). The left and right halves report voted-worst and voted-best system counts re-
spectively.
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Figure 4.10: Aggregated best-worst votes for human-written, Flan-T5, GPT-3.5 backgrounds
(BUS-GPT-4). The left and right halves report voted-worst and voted-best system counts re-
spectively.
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Figure 4.11: Aggregated best-worst votes for human-written, Flan-T5, GPT-3.5 backgrounds
(BUS-Human). The left and right halves report voted-worst and voted-best system counts re-
spectively.
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Date: April 24, 2010.

Update: For the first time, oil is found to be leaking from the well. Pressure and release rate are unknown.
A homeland security report on critical infrastructure says the problem has “no near-term impact to regional
or national crude oil or natural gas supplies.”

Background: (Human) On April 20th, BP-operated drilling rig Deepwater Horizon exploded in the Gulf
of Mexico, 84km south-east of Venice, Louisiana, when a blowout preventer failed to activate, leaving 11
dead and 17 injured. The rig has been found upside down about a quarter-mile from the blowout preventer.
Multiple federal departments and agencies are involved in 28 search-and-rescue operations covering about
5,300 square miles. Oil sheen has been reported, but the Coast Guard says it’s had no indication that oil is
leaking from the well 5,000 ft below the surface of the Gulf.

nA homeland security department risk analysis has said the incident “poses a negligible risk to regional oil
supply markets”. White House press secretary Robert Gibbs played down any possible effects on President
Obama’s plans to expand offshore drilling, saying “I don’t honestly think it opens up a whole new series of
questions because, you know, in all honesty I doubt this is the first accident that has happened and I doubt
it will be the last”.

Background: (GPT-3.5) On April 20, 2010, the Deepwater Horizon drilling rig exploded in the Gulf of
Mexico, leaving 11 workers missing and presumed dead, and injuring approximately 17. The blowout
preventer failed to activate, and the rig sank to the bottom of the Gulf, potentially allowing oil to spew out
from the well. The National Response Team, involving 16 federal departments and agencies, was activated,
and chemical dispersants were readied to break up the oil slick. The US coast guard suspended the search
for the missing workers and reported no indication of oil leaking from the well. The incident was deemed
to pose a negligible risk to regional oil supply markets and was not expected to cause significant national
economic impacts.

Background: (Flan-T5-XL) The Deepwater Horizon drilling rig exploded on April 20, 2010 while under
construction in the Gulf of Mexico, killing 11 workers. The rig was found upside down about a quarter-mile
from the blowout preventer. The force of the explosion broke off the rig’s drillpipe, potentially allowing
oil to spew out into the gulf. A National Response Team, involving 16 federal departments and agencies
including the White House, Coast Guard, the departments of Defense, Homeland Security and Interior, and
Environmental Protection Agency, among others, was activated. A Coast Guard official said the Macondo
well, which the rrig had been drilling, could be releasing up to 8,000 barrels of oil per day. A remotely
operated vehicle with camera went underwater and confirmed no visible oil flow from the well, but there
were reports of an oil slick five miles long. Chemical dispersants were readied to break it up. A homeland
security department risk analysis said the incident “poses a negligible risk to regional oil supply markets
and will not cause significant national economic impacts”. White House press secretary Robert Gibbs
was asked whether the incident might affect Obama’s plans to expand offshore drilling. He said, “I don’t
honestly think it opens up a whole new series of questions because, you know, in all honesty I doubt this is
the first accident that has happened and I doubt it will be the last”

Table 4.8: This table provides the background summaries generated by humans, GPT-3.5, and
Flan-T5 for the given update. See Figure 4.2 for the QA pairs generated from these update-
background pairs by prompting gpt-3.5-turbo.
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ROUGE-1 ROUGE-2 ROUGE-L QuestEval BERTScore P BUS-GPT-3.5

Flan-T5-XL 43.5 20.4 39.9 31.2 86.3 46.0
Long-T5-TGlobal-XL  40.1 16.7 36.4 334 86.9 46.2

Table 4.9: A comparison of Flan-T5 and Long-T5 systems on the dev set.

Date: June 4, 2014.
Update: Australian researchers release a recording of an underwater sound that could have
been MH370 hitting the water.

BUS-human (Turker 1)

Q1: What is MH370?

Q2: What was the name of the researchers?
Q3: Where was the crash?

Q4: What else could the sound have been?
Q5: How did they record the sound?

BUS—human (Turker 2)

Q1: What was the flight path of MH370?

Q2: What were the last known communications from MH3707?

Q3: What are the search parameters being used by the Australian researchers?

Q4: What are the other possible explanations for the underwater sound?

Q5: What are the implications of the underwater sound for the search for MH3707?

BUS-GPT-3.5

QI: What is MH370 and why is it significant?

Q2: How did the Australian researchers obtain the recording of the underwater sound?
Q3: What other evidence has been found regarding the disappearance of MH3707?

Q4: What is the current status of the investigation into the disappearance of MH3707?

Q5: What impact could this new evidence have on the families of the passengers and crew
on board MH370?

BUS-GPT-4

Q1: What is MH370 and what happened to it?

Q2: Who are the Australian researchers involved in this investigation?

Q3: How were the researchers able to capture this underwater sound?

Q4: What evidence suggests that this sound could be MH370 hitting the water?

QS5: Has this new evidence brought any significant progress in the investigation of MH3707?

Table 4.10: For an update from the ‘MH370 flight disappearance’ event, this table provides BUS
questions generated by humans (MTurk), GPT-3.5 and GPT-4.
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Date: November 23, 2011.

Update: President Saleh signs a deal brokered by the Gulf Cooperation Council which will
see him hand over power to his vice president in exchange for immunity from prosecution
for him and his family. He will remain honorary president for 90 days.

BUS-human (Turker 1)

Q1: What is Saleh president of?

Q2: What is the Gulf Cooperation Council?

Q3: What crimes is Saleh immune to prosecution for?
Q4: Who is Saleh’s vice president?

Q5: What else was in the deal that was signed?

BUS-human (Turker 2)

Q1: What were the reasons for the protests against President Saleh?

Q2: What was the role of the Gulf Cooperation Council in mediating the deal?
Q3: What were the terms of the deal that President Saleh signed?

Q4: What was the reaction of the Yemeni people to the deal?

Q5: What are the long-term implications of the deal for Yemen?

BUS-GPT-3.5

Q1: What led to President Saleh’s decision to hand over power to his vice president?

Q2: Who is President Saleh’s vice president and what is his political background?

Q3: What is the Gulf Cooperation Council and how did they broker this deal?

Q4: What kind of immunity will President Saleh and his family receive and what crimes are
they being protected from?

Q5: What will happen after the 90-day period when President Saleh’s honorary presidency
ends?

BUS-GPT-4

Q1: Who is President Saleh and what country is he the president of?

Q2: What led to the need for President Saleh to hand over power to his vice president?

Q3: What is the Gulf Cooperation Council and what role did they play in brokering this
deal?

Q4: Why is immunity from prosecution a part of the deal for President Saleh and his family?
Q5: Who is the vice president that will be taking over power and what is their political
background?

Table 4.11: For an update from the ‘Yemen crisis’ event, this table provides BUS questions
generated by humans (MTurk), GPT-3.5 and GPT-4.
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Date: November 22, 2011.
Update: Libya’s interim prime minister Abdel Rahim al-Keeb announces a new cabinet.

BUS-human (Turker 1)

Q1: What led to the need for a new cabinet announcement in Libya?

Q2: Who was the previous prime minister ?

Q3: What challenges did the interim government face in forming the new cabinet?
Q4: What are the key responsibilities and goals of the new cabinet ?

Q5: How was the new interim prime minister selected?

BUS-human (Turker 2)

Q1: What happened to Libya’s previous prime minister?
Q2: Can an interim prime minister create a new cabinet?
Q3: Do the people of Libya like Abdel Rahim al-Keeb?
Q4: When will there be a new permanent prime minister?
Q5: What happened to Libya’s previous cabinet?

BUS-GPT-3.5

Q1: Who is Abdel Rahim al-Keeb and how did he become Libya’s interim prime minister?
Q2: What were the reasons for the formation of a new cabinet in Libya?

Q3: Who are the members of the new cabinet and what are their qualifications and experi-
ence?

Q4: What are the main challenges facing the new cabinet in Libya and how do they plan to
address them?

Q5: What is the current political situation in Libya and how does the new cabinet fit into the
broader political landscape?

BUS-GPT-4

Q1: Who was the previous prime minister of Libya and why did they leave the position?
Q2: What led to Abdel Rahim al-Keeb becoming the interim prime minister?

Q3: What is the political situation in Libya that necessitated a new cabinet?

Q4: What are the main challenges facing the new cabinet in Libya?

Q5: Who are the members of the new cabinet and what are their political backgrounds?

Table 4.12: For an update from the ‘Libyan crisis’ event, this table provides BUS questions
generated by humans (MTurk), GPT-3.5 and GPT-4.
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Date: June 16, 2012.

Update: Escalating violence leads to the suspension of the UN observer mission in Syria.

Background (GPT-3.5): The article provides a timeline of events during the Syrian uprising from May 2011
to May 2012. It includes the imposition of sanctions on Assad and senior members of the government by
the EU, violent clashes and protests, defections, and the Arab League peace plan. The article also covers the
UN-brokered cease-fire and the presence of UN observers, as well as the continued violence and massacres
that occurred during this period.

BUS-GPT-3.5

Q1: What was the purpose of the UN observer mission in Syria?

Q2: What is the current level of violence in Syria and who is responsible for it?

Q3: How long has the UN observer mission been in Syria and what progress have they made?

Q4: What actions have been taken by the international community to address the violence in Syria?
Q5: What are the potential consequences of suspending the UN observer mission in Syria?

A1l: The purpose of the UN observer mission in Syria was to monitor the implementation of a UN-brokered
cease-fire.

A2: The article does not provide information on the current level of violence in Syria or who is responsible
for it.

A3: The UN observer mission has been in Syria since April 2012, and the article does not provide informa-
tion on the progress they have made.

A4: The international community has imposed sanctions on Assad and senior members of the government
by the EU, and the Arab League has proposed a peace plan. The UN has also brokered a cease-fire and sent
observers to monitor it.

AS: The potential consequences of suspending the UN observer mission in Syria are not discussed in the
background text.

BUS-GPT-4

Q1: What is the UN observer mission in Syria and what is its purpose?

Q2: What specific events led to the escalation of violence in Syria?

Q3: How long has the UN observer mission been in Syria?

Q4: What are the potential consequences of suspending the UN observer mission in Syria?
Q5: Who are the main parties involved in the violence in Syria?

Al: Unanswerable
A2: Unanswerable
A3: Unanswerable
A4: Unanswerable
AS5: Unanswerable

Table 4.13: For an update from the ‘Syrian Crisis’ event, this table provides BUS questions and
answers extracted GPT-3.5 and GPT-4. BUS-GPT-3.5 suffers from answer hallucination, i.e.,
responds with an answer even if its not mentioned in the background text. See Al, A3 in BUS-
GPT-3.5.
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Chapter 5

Scaling Multi-Document Event
Summarization: Evaluating Compression
vs. Full-Text Approaches

This work was published in NAACL 2025 (Pratapa and Mitamura, 2025b).!

5.1 Introduction

Summarizing events described in document collections has long interested the NLP community
with shared tasks for event tracking (Allan et al., 1998) and summarization (Chieu and Lee,
2004; Dang and Owczarzak, 2009; Aslam et al., 2015). Given an input collection of hundreds of
text documents, systems have to extract and summarize salient information about the event. The
length and diversity of the input presents a challenge to recent large language models (LLMs).
In this work, we contrast two classes of systems for large-scale multi-document summarization
(MDS), compression-based, and full-text systems.?

Full-text systems promise a lossless approach by providing the summarizer access to the en-
tire input. They are based on the long-context reasoning abilities of LMs, having already shown
strong retrieval performance on long inputs (Hsieh et al., 2024). However, their capabilities on
large-scale MDS are not as well understood. In a recent work, Laban et al. (2024b) introduced a
synthetic MDS benchmark that resembles the Needle in a Haystack evaluation (Kamradt, 2023).
In addition to this dataset, we evaluate on two large-scale event summarization datasets: Back-
ground (Pratapa et al., 2023) and WCEP (Gholipour Ghalandari et al., 2020). We contrast the
end-to-end full-context method® with three compression-based methods: retrieval, hierarchical,
and incremental. Each method compresses the input in a multistage pipeline (§5.2.2). We evalu-
ated the content selection aspects of the summary using the Atomic Content Unit (A3CU) metric
(Liu et al., 2023c¢).

'Code and data are available at: https://github.com/adithya7/scaling-mds.

2We use the term scale to refer to the large number of documents associated with each summary.
3We use full-text and full-context interchangeably.
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Our experiments show that full-context and retrieval perform best in most settings (§5.3). To
better understand the performance of compression-based methods, we measure A3CU recall to
track the salient information retention in their intermediate outputs (§5.3.4). Across all settings,
we find that compression-based methods show high recall in intermediate stages but suffer in-
formation loss in their multistage pipeline. In particular, the intermediate recall is often much
higher than the full-context system recall. We highlight two key takeaways: First, while iterative
methods (hierarchical & incremental) were previously found effective for book summarization
and small-scale MDS, they underperform on large-scale MDS. Second, full-context systems are
suboptimal on large-scale MDS datasets. We advocate for hybrid methods that combine input
compression and long-context models. Such hybrid approaches are also scalable to even larger
MDS tasks that go far beyond the context window limits of current LLMs.

5.2 Experimental Setup

5.2.1 Datasets

Our three datasets provide different flavors of the multi-document summarization task (Table 5.1).

SummHay: A query-focused dataset that covers the news and conversation domains (Laban
et al., 2024b). Synthetically generated using GPT-3.5 and GPT-40, each summary constitutes
a set of insights. To keep our evaluation setup consistent across datasets, we concatenate these
insights into a free-form summary. Following the original work, we include an oracle setting that
only retains documents containing the reference insights.

Background: This dataset provides summaries of complex news events (Pratapa et al.,
2023). The task is based on an event timeline. For a given day, the goal is to generate a back-
ground summary by summarizing past new articles related to the event. We expand the original
dataset to use news articles instead of just news updates. The dataset includes three human-
written background summaries.

WCEP: A newswire dataset collected from Wikipedia Current Events Portal (Gholipour Gha-
landari et al., 2020). The summaries come from the portal and the documents include a combina-
tion of cited source articles and a retrieved collection of related articles from the Common Crawl
archive.

Our choice of datasets collectively represents the real-world use-cases of multi-document
summarization systems. Previous work has shown the effectiveness of full-context methods in
retrieval tasks. To this end, we include the query-focused SummHay dataset. On the other hand,
Background and WCEP provide different variants of the task. Background task requires accu-
mulation of salient content units over the entire input. WCEP has high information redundancy,
with many articles providing support for the salient units.

5.2.2 Methods

We now describe our long-context methods and transformers. The key difference between our
methods is the length of the input passed to the summarization system (transformer) at any stage.
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Avg. length

Dataset #Ex. #Docs/Ex. Doc. Summ.
SummHay 92 100 884 185
Background 658 186 1033 174
WCEP 1020 76 468 34

Table 5.1: An overview of our multi-document summarization datasets. We report the number
of examples in the test set, and average statistics for # documents per example, document and
summary lengths (words).

Llama-3.1-8B Llama-3.1-70B Command-R Jamba-1.5-Mini

+4% +17% 6%
1.1
539 3% 449, 31% -63% -63% s4% 7
+1% 32.6 +3%
SummHay 37.1 N 5% 418 N 3% - 35.1
(oracle) 279 -17% -35% -29% -33% 479, -16% -18%

+8% +15%

- — = = 123
Background | - 156 ! =103

17% -15% -11%

36% -31% 10% -6%
g — 307 e —31] —ew——— 289 —=—— 293
WCEP 15% 209, % -13% 99, 2% 1% -13% 1% 2% 139, 1%
Table 5.2: Performance of hierarchical, and retrieval methods relative to the full-

context baseline.

Full-context: The transformer has access to the full input and relies on its long context
reasoning abilities to generate the summary.

Iterative: Multi-stage summarization where we iteratively pass chunks of the input to the
transformer. We explore two methods, hierarchical and incremental. The hierarchical method
summarizes each document and iteratively merges these to compile the final summary. The
incremental method processes documents in order while maintaining a running summary of the
input. Previous work explored these methods for book summarization (Chang et al., 2024) and
small-scale multi-document summarization (Ravaut et al., 2024).

Retrieval: We rank the input documents according to their relevance to the query.* We
then select the top-ranked documents (up to 32k tokens) and pass their concatenation to the
transformer. We use SFR Embedding-2 (Meng* et al., 2024) for the retrieval task and order-
preserving RAG following the recommendation from Yu et al. (2024a). We set 32k as the limit
because all of our transformers are effective at this context length (Hsieh et al., 2024).

*If a query is unavailable, we default to using ‘Generate a summary of the document’ as the query.
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5.2.3 Transformers

For our summarization systems, we experiment with three transformer-based models, Llama-3.1,
Command-R, and Jamba-1.5. Each model supports a context window of at least 128k tokens.
They rely on a different long-context methodologies, and represent the broad class of open-
weight LLMs. All the three models show competitive performance on the RULER benchmark
for long-context LMs (Hsieh et al., 2024).

Llama-3.1: Pretrained on 15T+ tokens, it supports long context by using a large base fre-
quency of 500,000 and non-uniform scaling of RoPE dimensions (Meta, 2024). We use both 8B
and 70B variants to test the effect of model scaling.

Command-R: A transformer-based model that uses NTK-aware interpolation with a very
large RoPE base frequency of 4M (Cohere For Al, 2024). We use the 32B variant.

Jamba-1.5: A hybrid architecture with interleaved Transformer and Mamba layers (Team
et al., 2024a). It involves both mid-training on long texts and post-training on (synthetic) long-
context tasks. We use the 52B Jamba-1.5-Mini mixture-of-experts model with 12B active pa-
rameters.

For a fair comparison of above methods and transformers, we set the maximum input length
to 128k across all settings. If the input is longer than 128k tokens, we first truncate the longest
documents. In the case of Background, we also ensure equal representation from the past events
by budgeting the token limit to each past timestamp. We also set a minimum document length
(128 tokens) and drop documents if this cannot be achieved. To ensure that all methods see
the same input, we adopt the same truncation strategy across full-text and compression-based
methods. Theoretically, compression-based methods could work with even longer input (>128k),
but we limit all settings to 128k tokens for a fair comparison.

See §5.6.2 in the Appendix for additional details about our experimental setup including our
summarization prompt (Table 5.4). We sample summaries with a temperature of 0.5. We note
that the summaries could be slightly different across different seeds. Vig et al. (2022) compared
end-to-end and RAG for query-focused summarization, but limited to the short input setting.

5.3 Results

5.3.1 Metrics

We focus our analysis on the content selection aspect of summarization. Nenkova and Passon-
neau (2004) first studied the content selection evaluation using the pyramid method on summa-
rization of content units. Follow-up efforts have automated various parts of this method (Shapira
et al., 2019; Liu et al., 2023c). In this work, we use the reference-based Atomic Content Unit
(A3CU) metric (Liu et al., 2023c) that is based on the definition of atomic content units of Liu
et al. (2023b). This metric is trained to predict a score that measures the overlap of atomic content
units between the reference and predicted summaries.

Recent works also studied faithfulness (Kim et al., 2024a), coherence (Chang et al., 2024),
and position bias (Huang et al., 2024; Ravaut et al., 2024; Laban et al., 2024b). Although these
evaluations are important, content selection remains a core issue for large-scale MDS.
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Figure 5.1: Salient information retention in the intermediate and final summaries (A3CU recall).
For each compression method, we report the best recall from the intermediate outputs and the
recall of the final summary. (H: hierarchical, I: incremental, R: retrieval, FC: full-context)

5.3.2 Overall Results

Table 5.2 reports the A3CU F1 scores for compression-based methods relative to the full-context
baseline.’ Full-context and retrieval perform the best, being particularly effective on the query-
focused SummHay dataset. The two iterative methods perform poorly in most settings. We also
find that the performance of transformers and methods varies considerably across the datasets
and even within examples in each dataset.® Below, we break down these results and analyze the
effect of transformer and compression methods.

Due to the high costs of running API-based models on long texts, we mostly limit our eval-
uation to open-weight LLMs. We report preliminary results using Gemini-1.5 on SummHay in
Table 5.10 in the Appendix. We noticed trends similar to those of open-weight LLMs.

5.3.3 Analysis: Full-context & Transformer

In the full-context setting, we see mixed results across transformers, with none performing the
best across all datasets. Interestingly, Llama-3.1-8B outperforms 70B on SummHay. This sur-
prising result aligns with their relative performance on the RULER benchmark at 128k context
length. The 70B model fares better in the oracle setting and shows similar performance on non-
retrieval-style datasets. We believe that the 70B model needs additional post-training to improve
its long-context retrieval performance.

Command-R underperforms the much smaller Llama-3.1-8B. This could be attributed to its
use of RoPE (Su et al., 2021). Command-R increases the base frequency while Llama-3.1 addi-
tionally scales RoPE dimensions non-uniformly, likely leading to better long-context capabilities
(Ding et al., 2024). However, without specific details on the mid- and post-training with long
texts, it would be difficult to identify the exact cause. We direct the reader to Peng et al. (2023)
and Lu et al. (2024) for a discussion on long-context methods.

SWe report ROUGE and A3CU precision, recall in §5.6.3.
6See Figure 5.3 in the Appendix for example-level trends.
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5.3.4 Analysis: Full-context vs. Compression

With the exception of retrieval on query-focused SummHay dataset, compression-based methods
generally underperform full-context (Table 5.2). To analyze this, we use A3CU recall to track the
retention of salient information in intermediate outputs. These intermediate outputs correspond
to the retrieved documents (retrieval) and intermediate summaries (hierarchical, incremental).
Figure 5.1 reports the recall scores for the final summary and the best intermediate output (excl.
final). For comparison, we also report the recall score for the full-context summary. Across
datasets, the best intermediate recall is significantly higher than the final summary recall, even
outperforming full-context.’

We highlight two key observations. First, iterative methods suffer catastrophic information
loss in their multistage pipeline. Second, the best intermediate recall scores from compression
methods show areas of improvement for full-context systems. As a control setting, we evaluated
on SummHay-oracle and found full-context to be comparable to the best intermediate recall from
compression methods (Figure 5.2 in the Appendix).

Retrieval: Relative performance of full-context and retrieval varies widely across examples
and transformers. Karpinska et al. (2024a) observed similar behavior for claim verification on
books. In particular, for Llama-3.1-8B on SummHay, we find the final summary to be better
than the best intermediate output (Figure 5.1). This is the optimal scenario, illustrating the sys-
tem’s effectiveness in aggregating information from the retrieved documents. We do not see this
behavior in other settings.

Iterative: We qualitatively analyze the outputs from iterative methods. The hierarchical method
tends to generate increasingly abstract summaries at higher levels. It often skips details such as
entities and numerals in the summaries. We observe this behavior across all transformers. With
the incremental method, we attribute poor performance to the large number of intermediate steps
(# documents). Even though the system retrieves salient information at an intermediate stage, the
model often gets distracted by non-salient information seen in documents thereafter. We provide
examples in Table 5.15 and Table 5.16 in the Appendix.

In the Appendix (§5.6.5), we also experiment with short-context transformers such as Llama-
3 (Table 5.11), varying chunk sizes for the hierarchical method, an alternative embedding method
for retrieval (Table 5.13), and grounded generation templates for Jamba and Command-R.

5.3.5 Human Evaluation

To complement our automatic evaluation, we perform a reference-based human evaluation. We
randomly sample 62 examples from the SummHay dataset (~67%) and ask a human expert®
to rate the system summaries. We follow recommendations from prior work (Kiritchenko and
Mohammad, 2017; Goyal et al., 2022a; Pratapa et al., 2023) to use the best-worst rating scale. For
each example, the human evaluator picks the best and worst summaries (multiple allowed) among

’Since recall is impacted by the summary length, we report average length of summaries for each system in
Table 5.9 in the Appendix. We do not find any noticeable correlation.
8This task was done by the first author.
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Transformer Method Best Worst

Llama-3.1-8B  Full-Context 28 10
Llama-3.1-8B  Hierarchical 13 44
Llama-3.1-8B Incremental 18 21
Llama-3.1-8B  Retrieval 45 4

Table 5.3: Best-worst ratings from human evaluation on a random sample of 62 examples from
SummHay. We report the counts for number of times a system was rated the best or worst
amongst the four summaries. We compare each system summary against the reference.

the four methods, full context, hierarchical, incremental, and retrieval (Llama-3.1-8B). They use
reference summaries to perform content selection evaluation. We shuffle the presentation order
of the system summaries in each example, and system labels are completely hidden from the
human evaluator. The results of our human evaluation are presented in Table 5.3. Retrieval-based
summaries are rated the best, followed by full-context, incremental, and hierarchical. These
results strongly correlate with our automatic evaluation (Table 5.2).

5.3.6 Recommendations for Future Work

Based on our analysis, we make two recommendations for future work on large-scale MDS. First,
hybrid systems that combine input compression methods with long-context LLMs. Second, a
reference-free content selection evaluation that facilitates further scaling of MDS.

Hybrid Methods: Our analysis using A3CU recall shows the scope for improvement of full-
context systems (Figure 5.1). Recent studies have shown that long-context models are not as
effective as claimed for retrieval tasks (Hsieh et al., 2024; Karpinska et al., 2024a), and our results
support this for large-scale MDS. Iterative methods were previously used for book summarization
(Chang et al., 2024) and small-scale MDS (Ravaut et al., 2024). In large-scale MDS, they show
a significant loss of salient information. Based on these observations, we advocate for a hybrid
approach that utilizes selective input compression methods (Sarthi et al., 2024; Xu et al., 2024;
Jiang et al., 2024) in conjunction with a long-context LLM. A hybrid approach could provide
optimal performance while improving the runtime over full-context. It also allows for scaling to
a very large-scale MDS that goes far beyond the model context window.

Reference-free evaluation: In our analysis, we used a reference-based A3CU metric. As we
scale the MDS task to include hundreds or thousands of documents, obtaining high-quality
human-written reference summaries will be infeasible. Therefore, reference-free content se-
lection evaluation metrics are needed. Synthetic tasks such as SummHay present a promising
alternative.
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5.4 Conclusion

In this work, we contrast the full-context method against three compression-based methods for
large-scale MDS. We evaluated on three datasets, SummHay, Background, and WCEP using
the A3CU content selection evaluation metric. We find that the full-context and retrieval-based
methods perform the best. Iterative methods suffer from significant information loss. Our analy-
sis shows that full-context methods provide suboptimal performance, and we recommend future
work to explore hybrid methods that combine the strengths of input compression methods with
advances in long-context LL.Ms.

5.5 Limitations

In this work, we rely on high-quality reference summaries to measure the content selection as-
pects of system-generated summaries. We acknowledge that human evaluation is the gold stan-
dard for text summarization. However, for large-scale multi-document summarization (=100
docs per example), it is prohibitively expensive to perform human evaluation. Karpinska et al.
(2024a) reported that a human takes about 8-10 hours to read an average book (of similar length
to our setting). We leave the extension of human evaluation of full-context and compression-
based systems to future work. We also limit our evaluation to models with publicly available
weights. We report preliminary results on SummHay using Gemini-1.5 (Table 5.10 in Appendix).
Due to the high API costs of running Gemini on long inputs, we couldn’t run them for other
datasets. We did not conduct an extensive search for optimal prompts for the summarization
task. So, it is possible that the performance of some system configurations could be improved
with additional prompt tuning.

5.6 Appendix

We use GitHub copilot and Claude-3.5 Sonnet for assistance with coding and editing.

5.6.1 Datasets

For background summarization, we use the news articles from the original timeline summariza-
tion datasets, Timeline17 (Binh Tran et al., 2013), Crisis (Tran et al., 2015) and Social Timeline
(Wang et al., 2015). To constrain the input length, we use a maximum of five news articles from
any given day. We also experimented with prefiltering the articles using the news update of the
given day, but this did not show improvements in summary quality.
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{document}
Question: {question}

Answer the question based on the provided docu-
ment. Be concise and directly address only the spe-
cific question asked. Limit your response to a maxi-
mum of {num_words} words.

Table 5.4: Prompt for our summarization task. We pass the input documents concatenated to-
gether by a \n character. The number of words in the summary are determined by the dataset
(Table 5.1).

5.6.2 Experimental Setup

Transformers: We use weights from Huggingface for Llama-3.1-8B,’ Llama-3.1-70B,'* Command-
R,!! and Jamba-1.5-Mini.'?

Compute: We run inference using vVLLM on four 48G GPUs (Kwon et al., 2023b). Given
its large size, we load Llama-3.1-70B with fp8 precision. For the smaller Llama-3.1-8B, we use
a single 48G GPU. Our setup includes a mix of Nvidia’s A6000, L40, and 6000 Ada GPUs.

Iterative methods: For both iterative methods, we set the maximum chunk size to 4096 to-
kens. For the hierarchical method, we first generate summaries for each input document. Then,
we pack consecutive document summaries into the maximum chunk size for the next summariza-
tion step. We stop the process when we only have one summary. For the incremental method, we
start by generating the summary of the first document. Then, we concatenate this summary with
the following document for the next summarization step. We iterate through every document in
the input, in the order provided by the dataset. The document order is relevant for Background
(event timelines), but might not be as relevant for SummHay and WCEP.

Retrieval: We limit each document to 1024 tokens and the post-retrieval input to 32k tokens.

Summary length: To set the maximum summary words for each dataset, we first tokenize
the summaries in the validation split using NLTK. We use the 80th percentile as the maximum
summary words for the systems. To account for the differences in tokenizers for Llama-3.1,
Command-R, and Jamba-1.5, we set the maximum number of summary tokens by multiplying
the maximum summary words with model-specific word-to-token ratios. The word-to-token
ratios for Llama-3.1, Command-R, and Jamba-1.5-Mini are 1.145, 1.167, and 1.219 respectively.
For iterative methods, we use the same maximum summary token limit at each intermediate step.
In Table 5.9, we report the average length of system-generated summaries.

Prompt: Table 5.4 provides our prompt for the text summarization task. We use the same
prompt for all transformers and methods. We follow the recommendations from model providers
and use the model-specific chat templates from Huggingface tokenizers when prompting the
instruction-fine-tuned models.

9https://hf. co/meta-1lama/Llama-3.1-8B-Instruct
10https ://hf.co/meta-1lama/Llama-3.1-70B-Instruct
"https://hf.co/CohereForAl/c4ai- command- r-08-2024
Zhttps://hf.co/ai2llabs/AI21- Jamba-1.5-Mini
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Figure 5.2: Salient information retention in the intermediate and final summaries (A3CU recall)
for SummHay (oracle). For each compression method, we report the best recall from the inter-
mediate outputs and the recall of the final summary. (H: hierarchical, I: incremental, R: retrieval,
FC: full-context)

5.6.3 Full Metrics

We report the precision, recall, and F1 scores for A3CU and ROUGE scores (Lin, 2004) for
each dataset: SummHay (Table 5.5), SummHay oracle (Table 5.6), Background (Table 5.7), and
WCEP (Table 5.8). We use Huggingface evaluate for ROUGE and the original repo for A3CU.!3

5.6.4 Example-level Trends

Figure 5.3 shows the distribution of A3CU F1 scores across examples. We notice a significant
variance in system performance across all datasets.

5.6.5 Ablations

We perform ablation studies to further study our choice of models and hyperparameters. Given
its small size, we used SummHay for our ablation experiments.

Gemini-1.5: We run some preliminary experiments with Gemini-1.5 Flash and Pro (Ta-
ble 5.10). Across methods, we consistently found that Gemini-1.5 models generate short sum-
maries and underperform open source models. It is possible that we could improve their sum-
maries using a different prompt, but we leave this extension to future work. Due to the high costs
associated with Gemini API, we did not run experiments with our larger Background and WCEP
datasets.

Llama-3: Our iterative methods do not require a long-context transformer, so we experiment
with short-context transformers to see if they are better suited for this task. We run inference
with Llama-3 8B and 70B (8k context window) in the SummHay and SummHay oracle settings
(Table 5.11). We found that both models are either comparable or underperform their Llama-3.1
counterparts. It is likely that the Llama-3.1 models are better at short-text summarization.

Bhttps://github. com/Yale-LILY/AutoACU
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Figure 5.3: A3CU FI1 score distribution across examples.

Chunk size: As we have highlighted earlier, the hierarchical method exhibits a significant
degradation in summary recall. We experiment with larger chunk sizes that allow for packing
more intermediate summaries into the transformer. Our results using 8k, 16k and 32k chunk
sizes show minimal improvements over our default 4k chunk size.

Retriever: Following the setup of SummHay (Laban et al., 2024b), we experiment with the
E5-RoPE embedding for retrieval.'* We report results in Table 5.13. E5-RoPE performs slightly
worse than the SFR-Embedding-2 results from Table 5.5.

Grounded generation: Jamba provides a grounded generation option in which the docu-
ments are passed as a separate object in the chat template. We experiment with this chat template
to see if it provides any gains over our default setting of concatenating documents in the message.
We report results in Table 5.14. Interestingly, this template helps improve the performance of hi-
erarchical and incremental methods and hurts performance in full-context and retrieval settings.
This needs further investigation. Command-R also includes a grounded generation template, but
it is recommended for documents (or chunks) that contain 100-400 words. We couldn’t make it

“https://huggingface. co/dwzhu/e5rope-base
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A3CU

Transformer Method ROUGE-1 ROUGE-2 ROUGE-L ROUGE-Lsum Recall Precision F1
Llama-3.1-8B Full-Context 49.4 25.4 28.5 46.4 31.8 39.5 339
Llama-3.1-8B Hierarchical 294 10.8 16.4 27.1 14.5 233 16.0
Llama-3.1-8B Incremental 41.5 16.4 22.5 38.0 22.6 275 232
Llama-3.1-8B Retrieval 51.8 27.0 29.3 48.9 36.3 36.7 353
Llama-3.1-70B  Full-Context 43.7 23.8 25.9 41.3 25.2 46.3 31.1
Llama-3.1-70B  Hierarchical 30.0 11.0 16.4 27.2 15.8 23.6 173
Llama-3.1-70B  Incremental 33.1 13.6 19.3 30.5 17.2 275 19.7
Llama-3.1-70B  Retrieval 50.2 26.7 29.3 47.1 33.1 438 36.3
Command-R Full-Context 45.0 19.0 24.4 41.2 27.5 38.1 304
Command-R Hierarchical 354 8.0 18.4 32.0 10.6 139 114
Command-R Incremental 33.0 7.7 17.8 29.7 10.1 159 114
Command-R Retrieval 45.0 19.6 24.9 41.8 27.3 38.3 304
Jamba-1.5-Mini Full-Context 44.2 22.0 27.0 41.2 26.6 477 329
Jamba-1.5-Mini Hierarchical 38.1 11.6 19.2 35.0 16.5 159 15.1
Jamba-1.5-Mini Incremental 40.7 159 21.8 37.1 219 27.8 225
Jamba-1.5-Mini Retrieval 46.4 22.8 27.6 42.8 29.4 46.4 34.7

Table 5.5: Results on SummHay.

work with full documents from our datasets.

Filtered Background: Our results showed that Background is the most challenging of the
three datasets. To simplify the task, we pre-filter the documents using the update summary from
the event timeline. We use the ESRoPE model (Zhu et al., 2024) to prefilter up to 128k tokens in
the input for each example. However, we did not observe any significant improvements with this

filtered dataset.
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Transformer Method ROUGE-1 ROUGE-2 ROUGE-L ROUGE-Lsum Recall Precision F1
Llama-3.1-8B Full-Context 534 29.0 29.7 50.1 38.5 37.9 37.1
Llama-3.1-8B Hierarchical 40.7 18.2 214 38.0 26.5 319 27.0
Llama-3.1-8B Incremental 48.0 21.8 25.2 44.6 31.8 32.9 309
Llama-3.1-8B Retrieval 53.7 28.8 29.8 50.5 40.4 372 375
Llama-3.1-70B  Full-Context 54.1 30.1 30.7 51.0 41.0 45.8 41.8
Llama-3.1-70B  Hierarchical 37.6 18.3 21.1 34.9 27.3 323 272
Llama-3.1-70B  Incremental 41.8 20.2 23.5 38.7 27.4 37.8 295
Llama-3.1-70B  Retrieval 53.3 28.7 30.1 50.3 38.0 440 393
Command-R Full-Context 48.3 20.2 254 44.2 31.5 38.0 32.6
Command-R Hierarchical 41.7 12.5 21.3 38.1 19.9 26.8 21.7
Command-R Incremental 37.1 11.0 19.8 333 15.7 226 172
Command-R Retrieval 46.5 19.9 25.1 42.7 29.0 38.6 31.8
Jamba-1.5-Mini Full-Context 47.6 24.3 28.2 44.4 29.9 47.8 35.1
Jamba-1.5-Mini Hierarchical 46.7 20.3 25.6 43.5 28.9 335 29.6
Jamba-1.5-Mini Incremental 46.2 20.5 24.4 42.9 29.0 32.5 289
Jamba-1.5-Mini Retrieval 48.5 24.7 28.0 45.2 31.9 46.2 36.3
Table 5.6: Results on SummHay (oracle).
A3CU
Transformer Method ROUGE-1 ROUGE-2 ROUGE-L ROUGE-Lsum Recall Precision F1
Llama-3.1-8B Full-Context 36.5 8.4 18.3 33.2 18.1 154 15.6
Llama-3.1-8B Hierarchical 35.2 7.2 17.5 32.0 15.5 12.8 13.1
Llama-3.1-8B Incremental 34.4 6.6 16.4 31.1 11.8 10.5 10.0
Llama-3.1-8B Retrieval 37.7 8.7 19.0 34.2 20.0 16.2 169
Llama-3.1-70B  Full-Context 36.6 8.7 18.4 334 18.6 15.8 16.1
Llama-3.1-70B  Hierarchical 34.5 7.5 17.4 314 17.6 142 14.7
Llama-3.1-70B  Incremental 35.2 7.2 16.5 31.9 13.0 11.6 11.1
Llama-3.1-70B  Retrieval 35.7 8.0 18.6 322 17.6 16.0 15.7
Command-R Full-Context 31.9 6.1 17.5 28.6 11.3 114 103
Command-R Hierarchical 31.5 5.8 16.7 28.7 10.8 95 93
Command-R Incremental 34.6 6.7 16.3 31.3 11.7 99 9.7
Command-R Retrieval 332 6.4 17.2 29.9 13.3 120 11.8
Jamba-1.5-Mini Full-Context 33.6 6.8 17.7 30.1 13.1 142 123
Jamba-1.5-Mini Hierarchical 33.5 6.0 16.1 30.4 13.4 9.2 10.2
Jamba-1.5-Mini Incremental 35.5 6.7 16.2 32.1 13.7 9.8 104
Jamba-1.5-Mini Retrieval 33.0 6.1 16.8 29.5 12.5 11.8 11.0

Table 5.7: Results on Background.
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Transformer Method ROUGE-1 ROUGE-2 ROUGE-L ROUGE-Lsum Recall Precision F1
Llama-3.1-8B Full-Context 375 14.2 26.4 29.6 39.1 29.2 30.7
Llama-3.1-8B Hierarchical 33.9 11.3 23.8 26.1 33.8 253 262
Llama-3.1-8B Incremental 32.7 10.5 22.8 25.6 31.7 229 240
Llama-3.1-8B Retrieval 36.8 13.7 26.1 29.0 37.9 284 29.7
Llama-3.1-70B  Full-Context 37.5 14.1 26.7 30.0 38.6 30.7 31.1
Llama-3.1-70B  Hierarchical 343 114 23.8 26.6 35.6 257 27.1
Llama-3.1-70B  Incremental 325 10.4 22.6 25.5 33.0 2277 242
Llama-3.1-70B  Retrieval 37.5 14.2 26.6 30.0 38.3 29.8 30.5
Command-R Full-Context 36.6 13.7 26.1 29.9 34.1 30.2 289
Command-R Hierarchical 34.1 11.1 239 26.4 28.6 284 256
Command-R Incremental 34.3 11.7 24.2 27.4 29.2 27.0 25.1
Command-R Retrieval 36.7 13.7 26.0 29.7 33.0 29.8 28.5
Jamba-1.5-Mini Full-Context 36.8 13.8 25.8 29.8 36.3 28.6 293
Jamba-1.5-Mini Hierarchical 35.8 12.8 25.1 28.8 36.6 279 28.7
Jamba-1.5-Mini Incremental 34.3 11.7 23.6 27.7 334 242 254
Jamba-1.5-Mini Retrieval 36.7 13.7 25.6 294 36.6 28.3 29.1
Table 5.8: Results on WCEP.
Full Context Retrieval Hierarchical Incremental
Best Final Best Final
SummHay (Reference: 185)

Llama-3.1-8B 162 195 172 106 171 141

Llama-3.1-70B 106 148 161 113 150 93

Command-R 135 134 165 151 161 115

Jamba-1.5-Mini 110 120 163 211 177 145

Background (Reference: 174)

Llama-3.1-8B 228 232 214 222 212 206

Llama-3.1-70B 232 219 208 210 210 205

Command-R 190 215 226 227 236 232

Jamba-1.5-Mini 162 183 213 237 230 233

WCEP (Reference: 35)

Llama-3.1-8B 44 44 43 41 43 43

Llama-3.1-70B 42 42 43 42 44 43

Command-R 42 41 42 39 42 41

Jamba-1.5-Mini 45 45 45 44 45 44

Table 5.9: Summary length statistics, using NLTK word tokenizer.
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Transformer Method ROUGE-1 ROUGE-2 ROUGE-L ROUGE-Lsum Recall Precision F1
Gemini-1.5-Flash  Full-Context 32.3 15.1 19.7 29.8 19.2 40.6 24.6
Gemini-1.5-Flash Hierarchical 12.5 4.5 7.2 11.2 8.0 17.2 10.2
Gemini-1.5-Flash Incremental 37.2 15.5 21.7 34.2 19.6 348 238
Gemini-1.5-Flash Retrieval 375 18.7 23.3 34.8 22.4 474 28.3
Gemini-1.5-Pro Full-Context 41.8 18.3 23.9 38.8 26.2 36.8 29.2
Gemini-1.5-Pro Hierarchical 10.9 3.1 6.5 9.7 6.9 170 9.2
Gemini-1.5-Pro Incremental 22.7 6.4 134 20.4 10.3 21.8 12.9
Gemini-1.5-Pro Retrieval 42.5 19.8 24.0 39.3 27.4 41.0 31.6
Table 5.10: Results on SummHay using Gemini 1.5 Flash and Pro.

A3CU

Transformer  Method ROUGE-1 ROUGE-2 ROUGE-L ROUGE-Lsum Recall Precision F1
SummHay
Llama-3-8B  Hierarchical 22.0 8.3 13.0 20.3 10.8 232 13.6
Llama-3-8B  Incremental 32.6 15.0 20.0 30.0 18.3 36.2 232
Llama-3-70B Hierarchical 17.6 5.0 11.0 16.0 7.4 143 92
Llama-3-70B Incremental 34.6 13.8 19.8 31.5 16.7 30.5 20.3
SummHay (oracle)
Llama-3-8B  Hierarchical 34.0 16.3 194 31.4 21.0 35,5 24.6
Llama-3-8B  Incremental 39.2 19.7 23.5 36.3 25.2 455 299
Llama-3-70B  Hierarchical 30.0 13.3 17.0 27.8 17.0 29.0 199
Llama-3-70B Incremental 399 19.0 23.5 36.7 24.1 427 29.3
Table 5.11: Results on SummHay using the short context Llama-3 models.

A3CU
Transformer Method ROUGE-1 ROUGE-2 ROUGE-L ROUGE-Lsum Recall Precision F1
Llama-3.1-8B Hierarchical-8K 27.3 10.1 15.3 25.1 14.0 229 156
Llama-3.1-8B Hierarchical-16K 30.8 12.6 17.6 28.4 16.7 279 18.9
Llama-3.1-8B Hierarchical-32K 28.9 11.4 16.4 26.8 15.8 26.0 17.5
Jamba-1.5-Mini Hierarchical-8K 38.2 11.8 19.5 35.2 14.5 184 152
Jamba-1.5-Mini  Hierarchical-16K 37.7 12.0 20.4 34.5 14.7 19.9 16.0
Jamba-1.5-Mini Hierarchical-32K 37.0 12.3 19.7 33.6 14.8 21.6 16.3

Table 5.12: Results on SummHay using different chunk sizes for the hierarchical method.

A3CU
Transformer Method ROUGE-1 ROUGE-2 ROUGE-L ROUGE-Lsum Recall Precision F1
Llama-3.1-8B Retrieval-E5 50.1 25.1 28.6 47.3 33.9 35.1 332
Llama-3.1-70B  Retrieval-E5 49.8 25.7 28.7 46.8 322 41.1 34.6
Command-R Retrieval-E5 44.8 19.3 24.5 41.5 27.2 36.7 29.5
Jamba-1.5-Mini Retrieval-E5 44.1 20.8 25.5 40.7 26.9 42.0 31.5

Table 5.13: Results on SummHay using the E5 RoPE retriever instead of SFR-Embedding-2.
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Transformer Method ROUGE-1 ROUGE-2 ROUGE-L ROUGE-Lsum Recall Precision F1
Jamba-1.5-Mini-Grounded Full-Context 45.4 22.0 26.7 42.6 26.0 435 31.3
Jamba-1.5-Mini-Grounded Hierarchical 40.8 14.3 20.9 37.7 18.6 20.2 182
Jamba-1.5-Mini-Grounded Incremental 41.8 17.6 22.7 38.5 23.9 32.6 259
Jamba-1.5-Mini-Grounded Retrieval 44 .4 21.8 26.3 41.2 26.5 43.2 31.1

Table 5.14: Results on SummHay using grounded generation chat template with Jamba-1.5-Mini.

Gold: China announces its intent to increase tariffs from 10% to 25% on $60 billion worth of imports from the United States effective June 1,
2019.

Prediction (best): US markets plummeted after China announced retaliatory tariffs on $60 billion of US imports, including batteries, spinach,
and coffee, in response to the Trump administration’s hike on Chinese imports from 10% to 25%.

Prediction (final): The US and China engage in an escalating trade war, imposing tariffs on each other’s goods, causing market losses,
economic uncertainty, and affecting global economic growth, trade, and markets, with potential impacts on US consumers and businesses.

Gold: Venezuela’s Ambassador to Italy, Isafas Rodriguez, resigns, citing the government’s lack of finances amid international sanctions on the
Nicolds Maduro government. Rodriguez says, due to the sanctions, he has been unable to pay his staff or the rent for his office in Rome.
Prediction (best): The Venezuelan ambassador to Italy, Isaias Rodriguez, has resigned due to the country’s financial difficulties caused by US
sanctions. He cites inability to pay employees and rent, and will dedicate himself to being a grandfather, stating he “cannot turn water into
wine”

Prediction (final): The document discusses Venezuela’s humanitarian crisis, disputed re-election, and diplomatic efforts to resolve the crisis,
including US sanctions, opposition negotiations, and international support for a democratic transition and potential regime change.

Gold: One colleague mentions that their department uses specific productivity metrics like the number of tasks completed per week to measure
the impact of remote work on employee productivity. A colleague argues that remote work results in fewer distractions compared to an open
office environment, citing a 2019 study that found remote workers are 35% less likely to be distracted by co-workers. Another colleague
points out that remote employees often work more overtime, referencing a 2022 company internal report showing a 20% increase in overtime
hours since the shift to remote work. A colleague highlights that remote work allows for extended deep work periods, mentioning that they’ve
personally experienced 3-hour uninterrupted work blocks at home, which were rarely possible in the office. One colleague mentions that
remote work can align better with individual employees’ peak productivity times, citing a 2020 survey where 60% of employees reported
higher productivity outside the traditional 9-to-5 work hours.

Prediction (best): Yes, productivity level change is discussed in the conversation. \n\n Colleague 3 mentions a 2019 study that found remote
workers are 35% less likely to be distracted by co-workers compared to those in an open office, suggesting that remote work can be a produc-
tivity booster. Colleague 1 also agrees that the solitude of remote work can lead to deep focus and increased productivity. \n\n Additionally,
colleague 2 compares the office environment to a marching band parading through the office, emphasizing how the constant interruptions can
break one’s flow and hinder productivity. This highlights the potential benefits of remote work in terms of increased productivity due to fewer
distractions. \n\n Overall, the conversation suggests that remote work can have a positive impact on productivity, with fewer distractions and
interruptions allowing employees to focus more effectively.

Prediction (final): Yes, productivity level change is discussed.

Gold: Suspected Baloch nationalist gunmen storm a coal mine in Islamabad, Pakistan, killing at least five people.

Prediction (best): At least five people were killed in a gun and bomb attack on a coal mine in southwestern Pakistan by ethnic Baloch
separatists, with two miners, two security personnel, and a driver among the dead, amid escalating violence in the region.

Prediction (final): The document reports various news articles from 2019, including attacks on hotels in Gwadar, Pakistan, by the Balochistan
Liberation Army, as well as human trafficking and security concerns during the Muslim fasting month of Ramadan.

Table 5.15: Examples illustrating loss of salient information in Hierarchical method.
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Gold: One student shares that they do 10 minutes of deep breathing exercises each night before going to bed to help reduce stress. A student
mentions that taking a 30-minute walk each afternoon helps clear their mind and manage stress levels during exam preparation. One of the
students suggests taking a 5-minute break after every 25 minutes of studying, and mentions the Pomodoro technique as a helpful method.
A student recommends using a specific meditation app called *Calm’ that they use for 15 minutes each morning to manage stress. Another
student shares their habit of writing down 3 positive affirmations about their capabilities each day, which they find significantly helps reduce
their stress.

Prediction (best): Yes, the students indirectly shared exam stress tips through their conversation. They discussed various techniques and
strategies that helped them manage stress and stay focused during exam preparation, including:\n\n* Maintaining a consistent sleep schedule
and taking breaks\n* Using the Pomodoro Technique to avoid burnout\n* Incorporating digital detox into their daily routine\n* Practicing deep
breathing exercises\n* Taking short walks to clear their minds\n* Trying relaxation techniques such as meditation\n* Using spaced repetition
with the Anki app\n* Creating mind maps for visual learners\n* Using a meditation app like ’Calm’\n\n They also shared specific experiences
and recommendations, such as Alejandro’s 30-minute afternoon walk, which helped him manage stress and clear his mind. They also discussed
the potential benefits of physical activity, meditation, and relaxation techniques in reducing anxiety and improving focus. The conversation was
supportive and encouraging, with the students offering to help and motivate each other throughout the exam preparation period.

Prediction (final): No, they did not directly share exam stress tips. Their conversations centered on sharing personal experiences and strategies
related to studying, time management, prioritization, and productivity, which indirectly contributed to managing exam stress. They discussed
various approaches to studying, adapting their study plan, and organizing information, but did not explicitly mention stress management
techniques like deep breathing exercises or the Pomodoro technique. Their focus was on developing a study plan, sharing notes, and reviewing
material together to prepare for the exam, rather than directly addressing stress management.

Gold: Prince Harry and Meghan, the Duke and Duchess of Sussex, name their son Archie Harrison Mountbatten-Windsor.

Prediction (best): Prince Harry and Meghan, Duchess of Sussex, have named their baby boy Archie Harrison Mountbatten-Windsor. The
palace announced the name after the couple posed with the two-day-old for the media, meeting Queen Elizabeth II for the first time.
Prediction (final): Prince Harry and Meghan Markle introduced their son Archie to the world at Windsor Castle, presenting a more casual and
intimate image, contrasting with traditional royal protocol. They shared parenting duties and responsibilities, showcasing a new generation of
feminist royals.

Gold: The United States lifts tariffs on steel and aluminum from Canada and Mexico.

Prediction (best): The US will lift tariffs on steel and aluminum from Canada and Mexico, resolving a yearlong deadlock and providing
economic relief to Detroit automakers, who paid billions in increased duties, and addressing a key obstacle to ratifying the new North American
trade pact.

Prediction (final): The number of asylum seekers in Canada tripled between 2015 and 2018, with a peak of 8,801 claims in August 2017.
Most claims came from Haitians, Nigerians, and US citizens, with many fleeing the US due

Table 5.16: Examples illustrating loss of salient information in Incremental method.
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Chapter 6

Estimating Optimal Context Length for
Hybrid Retrieval-augmented
Multi-document Summarization

This work was published in COLM 2025 (Pratapa and Mitamura, 2025a).!

6.1 Introduction

Language models increasingly support longer context windows, leading to useful applications in
large-scale multi-document summarization. Recent work has shown that these models are not
very effective at their claimed context windows (Hsieh et al., 2024; Yen et al., 2025). An al-
ternative to the full context setting is retrieval-augmented generation (RAG), and previous work
has illustrated its effectiveness for long input processing (Asai et al., 2024; Li et al., 2024b).
RAG systems facilitate better use of the LM context windows by passing only the most relevant
information to the model. However, the choice of retrieval length that provides peak RAG perfor-
mance is often unclear and sensitive to the choice of retriever, language model, and downstream
task (Jin et al., 2025). In this work, we present a methodology for estimating this optimal retrieval
length as a function of the retriever, summarizer, and dataset. In addition to providing gains over
the full context setting, our method also outperforms the context-length estimates identified by
standard long-context evaluation benchmarks. Figure 6.1 provides a schematic overview of our
method.

Previous efforts to combine RAG and long-context LMs focused on query-based routing (L1
et al., 2024b), or iterative RAG (Yue et al., 2025). While these methods are effective, they rely
on the model’s ability to accurately determine the scope of information need and self-evaluate
its own output. This might not always be a feasible option, especially for smaller LMs. In
this work, we take a complementary approach to combine RAG and long-context and show its
effectiveness for models ranging from 0.5B to 72B parameters. We evaluate on a challenging
large-scale multi-document summarization dataset (Laban et al., 2024a).

ICode and data are available at https://github.com/adithya7/hybrid- rag.
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Figure 6.1: A schematic overview of our proposed method. Unlike traditional benchmarks, we
estimate the optimal context length for RAG as a function of retriever and summarizer on a given
downstream task. We first sample a fraction of examples from downstream task. On this sample,
we run a panel of LMs in a full-context setup to create silver candidates. We then identify the top
silver candidates using Minimum Bayes Risk decoding. With the help of these silver candidates,
we estimate the optimal retrieval length for the given experiment config.

In a recent work, Jin et al. (2025) compared the RAG performance of varying model sizes on
the question-answering task and found that the optimal retrieval length varies considerably across
model sizes and families. They also found that this length is sensitive to the choice of retriever.
Similarly, Yu et al. (2024b) noted the sensitivity of optimal retrieval length to the downstream
task. Based on these observations from previous work, we hypothesize that the retrieval length
that provides peak performance should be modeled as a function of the three main components
of the RAG pipeline: retriever, summarizer, and dataset. For our baselines, we use two popular
long-context evaluation benchmarks, RULER (Hsieh et al., 2024) and HELMET (Yen et al.,
2025). They benchmark models on a suite of tasks with inputs of increasing lengths. RULER
focuses on synthetic retrieval and aggregation tasks such as multi-hop tracing and counting on
synthetically generated data. HELMET expands on RULER and further includes tasks such
as LongQA and summarization over real-world data. Although these provide effective context
length estimates for individual LMs, these estimates are often agnostic to the downstream dataset
and the retrievers when used in the RAG setting.

Given a dataset, we first create a subset of representative examples by random sampling.
We then use a panel of LMs to compile a candidate set of silver reference summaries. In our
panel, we include LMs from the Qwen (Qwen et al., 2025), Llama (Grattafiori et al., 2024)
and Jamba (Team et al., 2024b) series. From the pool of candidate silver references, we use
Minimum Bayes Risk decoding (Kumar and Byrne, 2004) to identify the top silver reference
summaries. For a given combination of retriever and summarizer models, we perform a search
over context lengths on this silver subset to estimate the optimal retrieval length. Unlike baseline
methods, our approach is customized to the specific experiment configuration (dataset, retriever,
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and summarizer). Our method is based on two key observations. First, larger LMs show robust
performance across a broad range of context lengths. This is mainly due to their enhanced ability
to deal with noise in the retrieved input (Jin et al., 2025). Second, to identify a task-specific
estimate, we can approximate the gold summaries with silver candidates sampled from strong
long-context LMs.

We evaluated our method for the multi-document summarization task using the SummHay
dataset (Laban et al., 2024a). Our results show that all retrieval-based methods (baselines and
ours) significantly outperform full-context. Our method performs the best in most settings, fol-
lowed by HELMET- and RULER-based estimates. Although HELMET-based estimates some-
times perform comparable to our method, neither the LongQA nor summarization task-based
HELMET estimates consistently perform better. Notably, our method performs much better on
very long-context LMs such as Qwen 2.5 1M and ProLong 512k. Our analysis also shows that
our method generalizes well to model classes outside of our panel (e.g., Phi-3). We also perform
ablation experiments on our LM panel as well as the size of our sampled subset.

6.2 Estimating Optimal Context Length for Retrieval

For the multi-document summarization task, given a long input and a query, we have two possible
systems. First, the entire input is fed directly into a long-context summarizer that supports such
lengths (full-context). Second, we use the query to rank the documents and only pass the top-k
relevant documents to the summarizer (RAG). Previous work has shown that long-context models
are not effective at their claimed context windows, and RAG can help improve task performance
(Yu et al., 2024b; Pratapa and Mitamura, 2025b).

Benchmarks such as RULER and HELMET provide a comprehensive evaluation of long-
context models across a suite of NLP tasks, including QA and summarization. However, these
benchmarks focus solely on the model and do not study the effects of unseen downstream datasets
and the retrievers used in RAG settings. Previous work has briefly studied this with Jin et al.
(2025) noting significant variance in long-context RAG performance depending on the choice of
LM and retriever. Yu et al. (2024b) noted similar behavior for question-answering tasks. Giorgi
et al. (2023) studied the effects of retriever and summarizer for short-context open-domain multi-
document summarization. Therefore, we hypothesize that the optimal context length estimate for
a RAG system should be a function of the retriever, summarizer, and specific downstream task.

Our proposed method is centered on two key observations. First, large LMs show robust
performance across a broad range of context lengths because of their enhanced ability to deal
with noise in the retrieved input. Jin et al. (2025) observed this behavior for long input QA tasks.
Second, gold references can be approximated by silver references sampled from strong long-
context LMs. For a given dataset (D), retriever (R), and summarizer (S), our method involves the
following steps. See Figure 6.1 for an overview of our method.

1. We sample a subset of the dataset (D). Each example in this subset constitutes a set of
documents and a query. (§6.2.2)

2. We used a panel of LMs (§6.2.1) to generate summaries for this subset. These summaries
serve as our candidate silver references. (§6.2.2)
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3. We use Minimum Bayes Risk decoding to identify the best silver references. (§6.2.2)

4. We perform a search for retrieval lengths (8k to 80k) by comparing the system-generated
summary (using R & S) against the silver references. This search gives us the optimal
retrieval length estimate for our RAG setup. (§6.2.3)

5. Finally, on the full dataset, we retrieve the top-k documents that fit into this length estimate
(using R) before generating a summary (using S).

6.2.1 LM panel

In our LM panel, we include a diverse class of models. Panels of diverse LMs have previously
been explored for evaluation and are considered a strong alternative to a single LM evaluator
(Verga et al., 2024).

Large LMs: We choose Qwen-2.5 72B (Qwen et al., 2025), Llama-3.3 70B (Grattafiori
et al., 2024), and Jamba-1.5 Mini (Team et al., 2024b). These are the largest models from each
class that we could run locally.?

Long-context LMs: We include two smaller LMs that are specifically trained for long-
context tasks, Qwen-2.5-1M 14B (Yang et al., 2025) and ProLong 512K (Gao et al., 2024).
ProLong is continually trained on long texts starting from the Llama-3 8B model.

In our pool, we focussed on including diverse models while being within our compute budget
to run these models locally. Our panel can be easily modified with newer variants of these models
as well as include API-based models.

6.2.2 Generating silver references

To begin, we select a fraction of the examples from the dataset (default: 25%) using a uniform
sampling algorithm (without replacement). We run our silver reference generation on this data
subset. We leave out the gold references and do not use them in our context-length estimation
procedure.

Silver references: We run our LM panel to create a pool of candidate silver references. We
used temperature sampling (7 = 0.5) to generate three candidate summaries for each LM. We
use LMs in a full-context setup and do not assume any optimal context length.

Pooling: We experiment with two ways to collect our final set of silver references. First, we
used a single LM from the panel and select the three sampled candidates as our silver references.
Second, we collect many candidates by pooling outputs from all LMs in our panel. In this
scenario, we use Minimum Bayes Risk (MBR) decoding to identify the three highest scoring
candidates. We follow previous work (Suzgun et al., 2023; Bertsch et al., 2023) to compute the
similarity between each pair of candidates and obtain the alignment scores among the candidates.
To be consistent with our downstream evaluation metric, we use the A3CU F1 score as our utility
metric in MBR decoding.

Our use of MBR decoding here borrows ideas from previous summarization works, specifi-
cally post-ensemble (Kobayashi, 2018) and crowd sampling (Suzgun et al., 2023). Similarly to
Kobayashi (2018), we use a model ensemble in the post-processing stage. We follow Suzgun

2We couldn’t run Llama 405B and Jamba 1.5 Large (400B) locally on our setup.
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et al. (2023) to use temperature sampling and a neural utility metric. However, our utility metric
differs from the BLEURT and BERTScore used in Suzgun et al. (2023).

6.2.3 Search for optimal retrieval length

To identify the optimal length for the retrieval step, we search a wide spectrum of context lengths
from 8K to 80K tokens in 8K intervals. For each context length C, we run the RAG pipeline on
the silver dataset by retrieving up to C tokens (see §6.3.2) and passing them to the summarizer.
We evaluate the system generated summaries against the silver references. We generate three
predictions per example using temperature sampling (7 = 0.5) and take the average A3CU F1
score (see §6.3.1). For efficiency reasons, we choose the smallest context length that falls within a
standard deviation of the maximum score as our optimal context length. Previous works RULER
and HELMET use coarser intervals for context lengths (multiples of 8K).

Yue et al. (2025) is closely related to our work. For the long input question answering task,
they propose an iterative RAG method that uses inference-time scaling. Unlike traditional RAG,
their method iteratively generates subqueries and retrieves additional documents as needed before
generating the final answer. They present a computation allocation model that optimizes task
performance based on three parameters: number of documents, number of demonstrations, and
maximum number of iterations. Our setting differs considerably from that work. For multi-
document summarization task, we have a fixed set of documents, and including demonstrations in
the prompt is often infeasible. We believe that our single-step retrieval solution can be combined
with such iterative methods to further improve task performance. We leave this extension to
future work.

6.3 Experimental Setup

In this section, we describe our dataset, the evaluation metric, baselines, and the systems used
for the retrieval and summarization tasks.

6.3.1 Dataset & Metric

SummHay: Proposed by Laban et al. (2024a), this is a multi-document summarization curated
using GPT-3.5 and GPT-4o0, starting with summary insights followed by document generation.
Each input typically consists of 100 documents (avg. length 884 words), and the summary
consists of an average of 185 words. This dataset includes 92 examples that cover the news and
conversational domains.

Metric: For the summarization task, we report the F1 score of the reference-based Atomic
Content Unit (A3CU) metric (Liu et al., 2023c). This model-based metric is trained to pre-
dict a score that measures the overlap of atomic content units (Liu et al., 2023b) between the
system-generated and reference summaries. Previous work has found that this metric is strongly
correlated with human evaluation for both single (Liu et al., 2023c) and multi-document summa-
rization (Pratapa and Mitamura, 2025b).
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6.3.2 Retrieval systems

For our retrieval task, we use entire documents as retrieval units and obtain document embed-
dings using Qwen-2-based GTE models (Li et al., 2023). We then compute cosine similarity
between document and query embeddings and pick the top-k documents that fit within the spec-
ified context length.

Jin et al. (2025) analyzed the effect of the retriever on optimal context lengths in RAG settings
and found that the stronger retriever has shorter optimal lengths than the weaker retrievers. To
see the impact of this in our setting, we experiment with two sizes of GTE embeddings, Qwen-
2-1.5B% and Qwen-2-7B.*

We acknowledge the impact of chunking strategies on RAG performance (Chen et al., 2024),
however, shorter chunks might need additional recontextualization.” We leave the exploration of
fine-grained chunking strategies to future work.

6.3.3 Summarization systems

For the summarization task, we use the instruction fine-tuned variants from Qwen-2.5, Llama-3,
ProLong, and Phi-3 series of models.

Qwen-2.5: We experiment with multiple sizes from this series including 0.5B, 1.5B, 3B, 7B,
14B, 32B, and 72B (Qwen et al., 2025). The smaller models (<3B) only support a context length
of 32K, while the larger models support up to 128K tokens. For the smaller models, we report
RAG @ 32K as their full-context performance.

Qwen-2.5-1M: These are long-context variants of the Qwen-2.5 7B and 14B models (Yang
et al., 2025) supporting up to a context length of 1M tokens.

Llama-3: We include 1B, 3B, 8B and 70B models in our experiments. All models support a
context length of 128K tokens (Grattafiori et al., 2024).

ProLong: Gao et al. (2024) continually fine-tuned Llama-3-8B-Instruct on long texts of up
to 512K tokens. They are first trained on 20B training tokens of 64K data, followed by another
20B training tokens of 512K data. We experiment with the 64K and 512K variants.

Phi-3: We use three model sizes, Mini (3.8B), Small (7B) and Medium (14B). All of these
models support context lengths of up to 128K tokens (Abdin et al., 2024).

We use vLLM (Kwon et al., 2023a) for our inference runs, using up to four 48GB L40S
GPUs in our experiments. For each set of input documents, we sample three summaries using
temperature sampling (7 = 0.5). To provide a fair comparison of our systems, we limit all of our
inputs to a maximum of 128K tokens. See Appendix §6.9.2 for additional details about our task
prompts, tokenization, truncation strategies, and summary lengths.

6.3.4 Baselines

Full-context: In this setup, we utilize the full context window supported by the summarization
model. Typically, larger models also tend to perform well in long-context tasks. To study this be-

3https://huggingface.co/Alibaba-NLP/gte-QwenZ-1.SB-instruct
4https://huggingface.co/Alibaba-NLP/gte-Qwenz-7B-instruct
5https://www.anthropic.com/news/contextual—retrieval
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havior, we include models of varying sizes in our experiments. Inputs longer than the supported
context window are truncated starting with the longest documents.

For our RAG baselines, we rely on widely used long-context benchmarks RULER and HEL-
MET that estimate efficient context windows for language models. For these baselines, we limit
the number of tokens retrieved to an efficient context window of the corresponding summariza-
tion model.

RULER (Hsieh et al., 2024) benchmark consists of a collection of synthetic retrieval tasks at
varying input lengths (8K, 16K, 32K, 64K and 128K). For a given LM, this benchmark evaluates
its retrieval performance at these input lengths and determines an effective context window by
using the performance of Llama-2-7B @ 4K as the threshold. We used the effective context
windows reported in previous work as our baseline estimates.

HELMET (Yen et al., 2025) benchmark covers a suite of NLP tasks, with multiple datasets
included in each task. The tasks are recall, RAG, citation, re-ranking, ICL, LongQA, and sum-
marization. For each dataset, they evaluate system performance at varying input lengths (same
set as RULER). They report task averages, as well as a HELMET average. As our baseline, we
select the two most relevant subtasks, LongQA and summarization. For each task and LM, we
choose the context length with the highest task average as the effective context window for LM.

Note that both RULER and HELMET benchmarks evaluate model in a full-context setting
but often find the optimal context window to be shorter than the context window claimed for (or
supported) by the LM. In our experiments, we used previously reported scores on the RULER
and HELMET benchmarks. See Table 6.7 in Appendix §6.9.1 for a full list of context length
estimates from our baselines.

6.4 Results

In Table 6.1, we compare our method with the baselines on the SummHay dataset. All RAG-
based systems (baselines and ours) outperform full-context setup. Our method consistently
shows strong performance across model classes, sizes, and retrievers. Although the RULER-
or HELMET-based estimates do well in specific instances, neither is consistently better across
all settings. Among our baselines, we find that the LongQA-based estimate from HELMET per-
forms the best. In Table 6.8 in the Appendix, we report the context window estimates used in
each experiment setting as well as the standard deviation across three random seeds.

6.5 Discussion & Analysis

We now analyze the effectiveness of our method in various settings. In §6.5.1, we look at very
long context LMs (>500K). In §6.5.2, we evaluate the generalization of our estimation method
to a model class not included in our LM panel. In §6.5.3, we contrast our pooled estimate with
those obtained using silver references from a single large LM. We also evaluate the effect of the
dataset sampling ratio on the quality of the estimated context length (§6.5.4). Finally, in §6.5.5,
we discuss the performance and efficiency gains with our RAG setup.
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6.5.1 Very long-context LMs

As LMs improve their long-context reasoning, there is often a reduced need for RAG. Recent
work (Yu et al., 2024b) argues for the combination of long-context models and RAG, and our
results in Table 6.1 reinforce this argument. However, we want to test the effectiveness of our
method on LMs carefully trained for long-context reasoning. For this analysis, we chose Qwen
2.5 1M models (Yang et al., 2025) (7B, 14B), and ProLong 512K (Gao et al., 2024). These mod-
els are continually trained on long texts and show almost perfect performance at 128K context
length on HELMET. We report results in Table 6.2. Our method consistently outperforms the
baselines. We leave the exploration of closed-weight API-based models such as Gemini 1.5 Pro
to future work.

6.5.2 Generalization to new models

In our LM panel, we included a mixture of Qwen, Llama, and Jamba models (§6.2.1). To test
the generalization of our method to a new model class, we report the performance for the Phi-3
series (Abdin et al., 2024). In Table 6.3, we compare our proposed method with the baseline
using GTE 1.5B and 7B retrievers. We find that RULER estimates perform the best and our
method is a close second. In contrast to Table 6.1, the HELMET summarization estimate is
better than its LongQA-based estimate, but both underperform our method.

6.5.3 Effectiveness of system pooling

To test the effectiveness of pooling systems using MBR decoding (§6.2.2), we compared the
pooled estimate of the system against two variants based on silver references from a single LM.
We experiment with Qwen-2.5 72B and Llama-3.3 70B. In Table 6.4, we compare the effec-
tiveness of silver summaries. Notably, we find that the Qwen 72B-based estimate fares better
than both the Llama 70B-based and pooled estimates. This could be because Qwen-2.5 provides
slightly full-context performance compared to Llama-3.3 70B (see Table 6.1).

Based on these results, we perform further analysis of our silver references in the pooling
setup. In Table 6.5, we report the counts for how often each silver LM is chosen in the top-3
post-MBR decoding. The notable outliers here are Qwen-2.5 72B (picked least often) and Llama-
3.3 70B (picked most often). This shows a potential limitation of our pooling-based estimate.
Although MBR decoding allows us to make better use of the target summary space, it is possible
that low-quality summaries in the pool could adversely impact the overall performance, albeit
only by a small margin. An interesting future work direction would be to explore Best-of-N
sampling as an alternative to MBR decoding.

6.5.4 Effect of sample size

As we describe in §6.2.2, we sample a subset of the dataset before generating silver references
using our LM panel. To understand the effect of this sample size, we compare various sampling
ratios in Table 6.6. Our results show that even a very small sample (10% ~ 9 examples) is
sufficient for our estimation and shows superior performance to baselines.
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6.5.5 Performance & Efficiency

Small LMs tend to have very limited effective context windows; therefore, optimal RAG is nec-
essary for improved task performance. For large LMs with longer effective context windows,
optimal RAG can provide efficiency gains while maintaining or improving task performance.

Performance: Our results from Table 6.1, Table 6.2, and Table 6.3 show the effectiveness of
our method in models ranging from 0.5B to 72B parameters. For a given downstream task, the
user can pick a model size that is most suited to their computing budget. For example, Qwen-2.5
< 7B can run on a single 48GB GPU, while larger models would require up to 4x48GB GPUs.

Efficiency: Compared to the baselines, our method often provides a significantly shorter con-
text length estimate (see Table 6.8 in the Appendix §6.9.1). Therefore, the final summarization
run on the full dataset is much more efficient with our method. However, we acknowledge that
our method requires task-specific additional inference time compute to determine the optimal
context length. Similar compute is also needed for benchmarks such as RULER and HELMET
that compute task averages. In Table 6.6, we showed that our estimation requires a very small
sample of the dataset, so the marginal cost of our method would be lower as the size of the dataset
increases.

6.5.6 Limitations of Optimal Estimate

Our optimal retrieval length estimation method implicitly considers multiple factors to balance
precision and recall for a given downstream task. Unlike the baseline methods, our method
factors in the retreiver quality and the information aggregation needs of the downstream task.
However, we notice certain limitations of our methods. First, in certain scenarios, our method
could not provide a tight context-length estimate (see Llama-3.1 8B and 70B in subsection 5.6.3)
leading to suboptimal performance. Second, our method estimates the retrieval length for an
entire dataset and does not account for variance in the questions. Questions can have varying
amounts of information needs, where for some questions the system needs to retrieve specific
information from a small set of documents. For other questions, the system needs to aggregate
the information from all parts of the input. Ideally, depending on the question and the source
documents, the system should be able to adjust the retrieval length to improve task performance
and efficiency. The size of the sampled subset should be adjusted on the basis of the diversity of
questions in the downstream task.

6.5.7 Retrieval vs Iterative Compression

In this work, we showed the impact of using retrieval-based methods to improve both perfor-
mance and efficiency on long-context tasks. Some alternatives to retrieval-based methods include
iterative compression methods such as hierarchical and incremental summarization (chapter 5).
Compared to the full-text setting, all compression methods suffer from information loss. If the
retrieved documents do not contain enough information needed to generate the correct response,
the error cascades to the downstream task performance. As we see in this chapter, identifying
the optimal retrieval length is a trade-off between recall and precision. For the iterative methods
of chapter 5, a corresponding factor would be to control the compression ratio.
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The relative effectiveness of retrieval-based methods and iterative text compression would
depend on the nature of the input and the user question. For questions seeking specific infor-
mation from the input, retrieval-based methods could be beneficial. However, for more abstract
questions, iterative text compression methods could be more effective. Additionally, the retrieval
step is computationally less expensive compared to a large language model inference call; there-
fore, retrieval-based methods could be a cost-effective option.

6.6 Conclusion & Future Work

In this work, we presented a methodology for estimating optimal context length for RAG-based
summarization systems. Unlike traditional long-context benchmarks, our method is geared to a
specific downstream dataset and models the estimate as a function of the entire experimental con-
figuration. We show the superior performance of our method across model classes and sizes. We
show a generalization of our method to new model classes, as well as its effectiveness on models
with very long context windows (>500K). In future work, we plan to apply our method to other
tasks, such as open-domain multi-document QA and long-document summarization (Zhou et al.,
2023). Previous work has also shown that the relative performance of long context and retrieval
varies between examples (Karpinska et al., 2024b; Pratapa and Mitamura, 2025b), so another
future direction is to identify the optimal retrieval context length for each example. Using open-
weight models allowed us to analyze our method across various model sizes within a reasonable
compute budget. We expect future work to expand our LM panel to include larger API-based
models such as Gemini or GPT.

Another line of work studies input compression methods (Jiang et al., 2024; Xu et al., 2024)
that fit long inputs to a fixed context length. Although these are a promising alternative to full-
context setup, they may suffer irreversible information loss (Pratapa and Mitamura, 2025b). In
this paper, we focus on the strengths of RAG while taking advantage of the long-context reason-
ing capabilities of recent LMs. We leave the exploration of input compression with long-context
methods to future work.

6.7 Limitations

We discuss the limitations of our estimation method and the potential ways for future work to
improve them. We use a silver panel consisting of medium-sized open-weight models (§6.2.1).
This silver panel might not work as effectively to estimate the optimal context length for a much
larger model such as Gemini-2.5 Pro. In such situations, we believe the silver panel should
consist of models with similar capacity. Additionally, we use a full context setup to get silver
summaries (§6.2.2) and this might not work as well if the inputs are much longer than the context
windows supported by the LMs in our silver panel. An option is to perform RAG by retrieving
tokens up to the LM’s supported context window (similar to our approach, smaller Qwen models
in §6.3.3). Our analysis in §6.5.3 also highlighted the limitations of system pooling, and future
work could explore the use of Best-of-N sampling to improve the pooling mechanism. Finally,
our method relies on the availability of at least a few examples from the downstream dataset and
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might not work well if this sample is not representative of the downstream task.

6.8 Ethics Statement

In this work, we limit our focus to the content selection evaluation of our summarization systems.
However, we acknowledge that the factual accuracy of summaries is of great practical importance
and point the reader to related work on hallucination in text summarization. We believe that
our RAG-based estimation procedure does not increase (or decrease) the chances of possible
hallucination in RAG-based text summarization systems.

6.9 Appendix

6.9.1 Context length estimates

In Table 6.7, we list our models and the context length estimates from our baselines. In Table 6.8,
we present our full set of results, including the standard deviation across the summaries of the
three sampled systems summaries and the context length for each setting.

6.9.2 Experiment details
Dataset

We truncate the input documents to 128K tokens. We start by truncating the longest documents
first. Due to slight differences in the tokenization methods between model classes, we calibrate
the maximum number of summary tokens across models. We first get the 80th percentile of
summary length (in NLTK tokens) and use the model-specific word-to-token ratio to set the max
summary tokens.

We use the following prompt for the summarization task,

{document}
Question: {question}

Answer the question based on the provided document.
Be concise and directly address only the specific question asked.
Limit your response to a maximum of {num_words} words.

Generation

For summary generation, we used temperature sampling (0.5) and generated three summaries for
each input. All the results we report are the average scores across three runs. For the retrieval
task, we limit the length of each document to 1024 tokens.
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Compute

We use a single L40S GPU for all our retrieval runs. For our summarization task, we use up to
four L40S GPUs.
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Retriever  Summarizer Full-context RULER HELMET Ours
Summ LongQA

Qwen-2.5 0.5B 16.7 - - - 20.6
Qwen-2.5 1.5B 26.3 - 26.3 28.7 274
Qwen-2.5 3B 29.5 - 29.5 29.5  30.0
Qwen-2.5 7B 34.1 36.4 34.5 37.6 372
Qwen-2.5 14B 35.7 35.6 - - 374
Qwen-2.5 32B 33.9 35.1 - - 36.6
GTE 1.5B Qwen-2.5 72B 325 325 35.0 35.0 36.3
Llama-3.2 1B 17.7 - 24.6 24.6 25.8
Llama-3.2 3B 28.7 - 28.7 31.1 303
Llama-3.1 8B 333 34.9 34.9 340 345
Llama-3.3 70B 31.9 332 35.8 332 359
ProLong 64K 24.9 - - - 322
Qwen-2.5 0.5B 17.3 - - - 213
Qwen-2.5 1.5B 26.8 - 26.8 27.7 28.2
Qwen-2.5 3B 30.2 - 30.2 302 327
Qwen-2.5 7B 34.1 36.8 34.9 36.9 36.9
Qwen-2.5 14B 35.7 354 - - 36.2
Qwen-2.5 32B 33.9 34.6 - - 372
GTE7B  Qwen-2.572B 325 325 35.9 359 353
Llama-3.2 1B 17.7 - 249 249 254
Llama-3.2 3B 28.7 - 28.7 29.7 314
Llama-3.1 8B 333 35.1 35.1 33.7 33.7
Llama-3.3 70B 31.9 344 35.8 344 333
ProLong 64K 25.9 - - - 323

Table 6.1: Comparison of our method against the baselines on the SummHay dataset. We report
average A3CU F1 scores across three sampled summaries. For the baselines, we only report
scores for models with context length estimates previously reported in prior work. See Table 6.8
in Appendix for context window estimate used in each experiment.
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Retriever  Summarizer Full-context RULER HELMET Ours
Summ LongQA

Qwen-2.5-1M 7B 32.1 333 32.1 32.1 33.6
GTE 1.5B Qwen-2.5-1M 14B 35.6 35.6 35.6 356 374
ProLong 512K 31.0 - 31.0 31.0 323
Qwen-2.5-1M 7B 32.1 32.9 32.1 32.1 329
GTE7B  Qwen-2.5-1M 14B 35.6 35.6 35.6 356 36.6
ProLong 512K 31.0 - 31.0 31.0 325

Table 6.2: A comparison of our method against the baselines for very long-context LMs. Except
for RULER on Qwen-2.5-1M 7B, all baselines estimate a full 128K context length.

Retriever  Summarizer Full-context RULER HELMET Ours
Summ LongQA

Phi-3 Mini 11.0 30.6 30.4 304 30.6
GTE 1.5B Phi-3 Small 27.8 - 31.1 30.3 319
Phi-3 Medium 29.4 30.7 29.9 294  30.7
Phi-3 Mini 11.0 29.9 28.3 28.3 299
GTE7B  Phi-3 Small 27.8 - 324 30.6 315
Phi-3 Medium 29.4 30.7 30.5 294 303

Table 6.3: A comparison of our method against the baselines for the Phi-3 series.
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Summarizer Silver Reference LM(s)
System Pooling Qwen 72B Llama 70B

Qwen-2.50.5B 213 213 21.3
Qwen-2.5 1.5B 28.2 27.7 28.2
Qwen-2.5 3B 32.7 32.7 32.7
Qwen-2.57B 36.9 36.9 36.9
Qwen-2.5-1M 7B 329 34.8 32.9
Qwen-2.5 14B 36.2 354 36.6
Qwen-2.5-1M 14B 36.6 36.6 36.6
Qwen-2.5 32B 37.2 37.8 37.2
Qwen-2.5 72B 353 - 353
Llama-3.2 1B 254 26.3 254
Llama-3.2 3B 31.8 31.8 31.8
Llama-3.1 8B 33.7 33.7 35.1
Llama-3.3 70B 333 34.7 -
Phi-3 Mini 29.9 29.9 29.9
Phi-3 Small 31.5 31.8 28.3
Phi-3 Medium 30.3 31.5 27.7
ProLong 64K 32.3 32.7 32.6
ProLong 512K 32.5 32.0 32.5

Table 6.4: A comparison of system pooling against Qwen and Llama-based silver references
(GTE 7B retriever). We don’t compute estimates for Qwen 2.5 72B based on Qwen 2.5 72B
silver references (and similarly for Llama 3.3 70B).

Silver Reference LM (full-context) Count

Qwen-2.5 72B 33
Llama-3.3 70B 79
Jamba-1.5 Mini 54
Qwen-2.5-1M 14B 51
ProLong 512K 59
Total 276

Table 6.5: Counts of silver summaries from individual LMs post-MBR decoding. We pick top-3
summaries per input, so a total of 276 summaries.
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Model 10% 25% 50% 75% 100%

Qwen-2.50.5B 213 213 213 213 213
Qwen-2.51.5B 27.7 282 27.7 277 27
Qwen-2.5 3B 3277 327 327 327 327
Qwen-2.5 7B 369 369 369 369 36.8

Llama-3.2 1B 263 254 258 258 25.8
Llama-3.23B  31.8 314 314 314 314
Llama-3.18B  34.6 33.7 34.6 351 35.1

Table 6.6: A comparison of our method at various dataset sampling ratios (GTE 7B retriever).

Summarizer Size Supported Estimated
RULER HELMET
Summ LongQA

Qwen-2.5 0.5B 0.5B 32,768 - - -
Qwen-2.5 1.5B 1.5B 32,768 - 32,768 16,384
Qwen-2.5 3B 3B 32,768 - 32,768 32,768
Qwen-2.57B 7B 131,072 32,768 65,536 16,384
Qwen-2.5-1M 7B 7B 1,010,000 65,536 131,072 131,072
Qwen-2.5 14B 14B 131,072 65,536 - -
Qwen-2.5-1M 14B 14B 1,010,000 131,072 131,072 131,072
Qwen-2.5 32B 32B 131,072 65,536 - -
Qwen-2.5 72B 72B 131,072 131,072 32,768 32,768
Llama-3.2 1B 1B 131,072 - 32,768 32,768
Llama-3.2 3B 3B 131,072 - 131,072 65,536
Llama-3.1 8B 8B 131,072 32,768 32,768 65,536
Llama-3.3 70B 70B 131,072 65,536 32,768 65,536
ProLong 64K 8B 65,536 - - -
ProLong 512K 8B 524,288 - 131,072 131,072
Phi-3 Mini 3B 131,072 32,768 65,536 65,536
Phi-3 Small 7B 131,072 - 32,768 65,536
Phi-3 Medium 14B 131,072 32,768 65,536 131,072
Jamba-1.5 Mini 52B-A13B 262,144 - 131,072 131,072

Table 6.7: A summary of LMs used in our work. We report the model size and context lengths
(supported and estimated). For RULER and HELMET, we use the results reported in prior works
to identify the context length estimates. Since our proposed context length estimate is also de-
pendent on the retriever and dataset, we do not include those numbers here (see Table 6.8).
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Summarizer

Full-context

RULER

HELMET

Summ

LongQA

Ours

Retriever: GTE 1.5B

Qwen-2.5 0.5B
Qwen-2.5 1.5B
Qwen-2.5 3B
Qwen-2.5 7B

Qwen-2.5-1M 7B

Qwen-2.5 14B

Qwen-2.5-1M 14B

Qwen-2.5 32B
Qwen-2.5 72B

167415 (32K)
26.3405 (32K)
29.5.05 (32K)
34.14,, (128K)
32.1405 (128K)
35.7 406 (128K)
35.64,, (128K)
33.9.07 (128K)
32.5.05 (128K)

36.4.10 (32K)
33.3496 (64K)
35.6.407 (64K)
35.641, (128K)
35.1407 (64K)
32.5105 (128K)

26~3i0.8 (32K)
29.5402 (32K)
34.5409 (64K)
32.1403 (128K)

35.641, (128K)

35403 (32K)

28'7i1.2 (16K)
29.5402 (32K)
37.6.3 (16K)
32.1403 (128K)

35.6412 (128K)

354038 (32K)

20.6-99 (8K)
27.441 (8K)
3006 (8K)
37.2409 (24K)
33.6.94 (56K)
37.4.05 (24K)
37.4.y7 (24K)
36.6.96 (16K)
36.3.93 (24K)

Llama-3.2 1B
Llama-3.2 3B
Llama-3.1 8B
Llama-3.3 70B

17.7405 (128K)
28.7414 (128K)
33.3409 (128K)
31.9405 (128K)

34.9_5 (32K)
33.2494 (64K)

24.6.06 (32K)
28.7.1 4 (128K)
34.9. 5 (32K)
35.840, (32K)

24.6496 (32K)
31.1.(5 (64K)

34105 (64K)
33.2.104 (64K)

25.8.19 (8K)
30.3497 (56K)
34.5495 (40K)
35.9.., (40K)

ProLong 64K
ProLong 512K

249406 (64K)
31403 (128K)

31405 (128K)

31405 (128K)

32.2,04 (16K)
32.3.03 (48K)

Phi-3 Mini
Phi-3 Small
Phi-3 Medium

11103 (128K)
278415 (128K)
29.4., 5 (128K)

30.6.5 (32K)

30.7.,, (32K)

30.4.40.1 (64K)
31.140.1 (32K)
299401 (64K)

30.440, (64K)
30.3400 (64K)
29.4., 5 (128K)

30.6.04 (16K)
319, (48K)
307,15 (32K)

Retriever: GTE 7B

Qwen-2.5 0.5B
Qwen-2.5 1.5B
Qwen-2.5 3B
Qwen-2.5 7B

Qwen-2.5-1M 7B

Qwen-2.5 14B

Qwen-2.5-1M 14B

Qwen-2.5 32B
Qwen-2.5 72B

17.3 404 (32K)
26.8403 (32K)
30.2405 (32K)
34.14,, (128K)
32.1405 (128K)
35.7 406 (128K)
35.64,, (128K)
33.9,07 (128K)
32.5.05 (128K)

36.8405 (32K)
32.9.,, (64K)
35.440 (64K)
35.64,, (128K)
34.6.49, (64K)
325,05 (128K)

26.8403 (32K)
30.249, (32K)
34.9404 (64K)
32.1403 (128K)

35.641, (128K)

35.9.04 (32K)

27.7 406 (16K)
302105 (32K)
36.9.,, (16K)
32.1405 (128K)

35.6412 (128K)

35.9.04 (32K)

21.304 (8K)
28.2.06 (24K)
327, (16K)
36.9..,, (16K)
32.9., (64K)
36.2104 (16K)
36.6.0, (48K)
37.2.07 (32K)
35.340, (24K)

Llama-3.2 1B
Llama-3.2 3B
Llama-3.1 8B
Llama-3.3 70B

17740 (128K)
28.7.1 4 (128K)
333109 (128K)
319,05 (128K)

35.1.2 (32K)
34445 (64K)

24903 (32K)
28.7.1 4 (128K)
35°1i0.2 (32K)
35.8.05 (32K)

24905 (32K)
29.7105 (64K)
33 -7i0.4 (64K)
344,05 (64K)

254,07 (16K)
314405 (32K)
33,7104 (56K)
333406 (80K)

ProLong 64K
ProLong 512K

25.9406 (64K)
31403 (128K)

31405 (128K)

31405 (128K)

32.3.07 (32K)
32.5146 (32K)

Phi-3 Mini
Phi-3 Small
Phi-3 Medium

11103 (128K)
278115 (128K)
29.4., 5 (128K)

29.9.04 (32K)

30.70 (32K)

28.34,4 (64K)
32.4.,7 (32K)
30.5405 (64K)

28.34,4 (64K)
30.64, 5 (64K)
29.4., 3 (128K)

29.9.,, (32K)
315406 (24K)
30.34, 4 (80K)

Table 6.8: Full set of results on the SummHay dataset. For each system, we report the average
score and standard deviation across three runs. We also provide the (optimal) context length
estimate used for each experiment configuration in parantheses.
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Chapter 7

Context Augmented LM Judges for Long
Text Summarization

7.1 Introduction

For complex user queries, NLP systems extract information by retrieving and synthesizing con-
tent from the Web. Such tasks are ubiquitous across domains, including news and scientific
discovery. Progress in automated knowledge discovery has been accelerated with large language
models. These systems are actively being used to answer general web queries, as well as to
synthesize research reports in technical domains. For complex tasks, such as understanding the
scientific literature, a reliable evaluation of model-generated responses is critical. Reference-
based evaluation was the gold standard for text summarization, but due to the difficulty in ob-
taining high-quality references (Goyal et al., 2022b; Zhang et al., 2023), recent work pivoted
to preference-based evaluation frameworks. In this setup, an LM or human judge labels a win-
ner from a pair of model responses. Preference-based evaluations are scalable, do not rely on
human-written references, and provide rankings of test models using Bradley-Terry or Elo rat-
ings (Arena; (Chiang et al., 2024)). Although preference-based evaluation has been used as a
common paradigm for many years, recent adoption was to evaluate the alignment of model re-
sponses with human preferences (Chiang et al., 2024), code completion (Chi et al., 2025), search
(Miroyan et al., 2025), and scientific literature understanding and synthesis (Zhao et al., 2025).

Although preference-based evaluations are quite effective, the judge has limited context (if
any) about the source documents used to generate the model responses. For knowledge-intensive
tasks, it is important that the model response contains the necessary and sufficient information
from the source documents. Using an expert-written reference is ideal, but it might be expensive
to collect for long input tasks (Kim et al., 2024b). To this end, we present Contextual-Arena,
which augments the LM judges with context information from the source documents. To coun-
teract the long input lengths, we present two methods to compress the source documents into
a context for the LM judge prompt: 1) summarize the source documents into a short text for
use as explicit context and 2) rewrite the question by augmenting information from the source
documents. Our idea of using source documents shares similarities with reference-free QA-style
evaluation methods for text summarization (Scialom et al., 2021; Pratapa et al., 2023). Instead of
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generating a fixed set of QA pairs, we let the LM judge use the provided context in conjunction
with question and the two responses.

In our experiments, we perform meta-evaluation of two preference-based evaluation frame-
works, standard Arena and our proposed Contextual Arena. For a user question, the standard
evaluation framework selects a winner from a pair of model responses. Our proposed frame-
work also includes context information drawn from the source documents. In both Arenas, we
autogenerate leaderboards for a given set of test models (summarization systems) by estimating
Bradley-Terry ratings. We also computed confidence intervals for each rating using bootstrap-
ping. We evaluated the leaderboards using standard metrics from the literature. Specifically,
we adopt three metrics from Arena-Hard (Li et al., 2024a): model separability with confidence,
agreement with confidence, and pair-rank Brier score. Separability measures the fraction of
model pairs whose ratings are separable with confidence. Agreement measures the alignment
(with confidence) between leaderboard ratings and the ratings estimated from a human (or any
reference) judge. Pair rank Brier score measures the rank correlation (with confidence) between
the estimated ratings and the human (or any reference) ratings. Together, these three metrics
provide a holistic comparison of the baseline and the Contextual Arena.

We evaluated on two preference-based benchmarks: SciArena-Eval and SQuALITY-pref.
SciArena-Eval (Zhao et al., 2025) consists of 2000 pairs of model responses to questions related
to scientific literature search. SQUALITY-pref is a synthetic dataset that we compiled using a
human-written reference summary to approximate human preference labels. We use an active
sampling algorithm to select a set of model battles from the SQUALITY dataset (Wang et al.,
2022) that provide sufficient model separability. We follow the taxonomy from Liu et al. (2025b)
to select LM judges covering different paradigms of generation (scalar, generative) and scoring
patterns (pointwise, pairwise). As our LM judges, we select variants of Skywork-v2 (Liu et al.,
2025a), DeepSeek (DeepSeek-Al, 2024, 2025), and GPT-5 (OpenAl, 2025).

On the challenging SciArena-Eval benchmark, our results show that Contextual Arena signif-
icantly boosts model separability, while providing competitive agreement scores. This highlights
its ability to separate models with fewer battles per model. On the SQuALITY-pref dataset, Con-
textual Arena achieves strong gains in agreement while matching reference model separability.
Our results show varying effects of context across different LM judges.

7.2 Augmenting LM Judges with Compressed Context

To evaluate knowledge discovery tasks, model responses can be compared against an expert-
written reference or directly against other model responses. For complex tasks with often long
inputs, reference-based evaluation can be expensive (Kim et al., 2024b; Samaya-Al, 2025). Pair-
wise evaluations present a useful alternative in which a human or a LM judge contrasts two
model-generated responses for the same user question. These evaluations are commonplace in
Arena-style benchmarks (Chatbot Arena; (Chiang et al., 2024)) and have since been used for both
model evaluation and reward modeling during post-training. In this work, we identify a gap in
current pairwise evaluations for knowledge discovery tasks. Current methods only consider the
user question when comparing two model-generated responses. This does not allow the judge
(human or LM) access to the source documents that were originally used the models for their
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response generation. We hypothesize that adding context to the evaluation task by compiling in-
formation from these source documents will improve the effectiveness of the judges. We explore
multiple text compression methods to augment context to the evaluation task. In this section, we
give a brief overview of the standard pairwise evaluation task used in Arena-style benchmarks
(subsection 7.2.1). Then, we describe our augmentation methods (subsection 7.2.2) and our LM
judges (subsection 7.2.3).

7.2.1 Standard Arena: Pairwise Evaluation Task

Given a user question and two model-generated responses (A, B), a judge (human or LM) picks a
winning response based on their accuracy and relevance to the question. This style of evaluation
has been widely adopted by Arena-style benchmarks (Chiang et al., 2024; Chi et al., 2025).
These benchmarks simulate battles between pairs of model responses, and use the results of these
battles to estimate Elo or Bradley-Terry ratings (Bradley and Terry, 1952) for the models. We are
particularly interested in search-augmented Arena benchmarks such as Search Arena (Miroyan
et al., 2025) and SciArena (Zhao et al., 2025). In these evaluations, the systems first retrieve the
relevant source documents using the question. The final responses are then generated from these
retrieved documents.

Pairwise evaluations have been explored for summary evaluation, often including more than
two model-generated summaries. These evaluations use the best-worst ratings to rank the model
responses to the same question (Goyal et al., 2022b; Pratapa et al., 2023). In line with Arena-
style benchmarks, we limit our focus to pairwise evaluations, but our methods can be extended
to work with more than two responses.

7.2.2 Contextual Arena: Context-Augmented Pairwise Evaluation Task

The pairwise evaluation methodology used in Arena-style benchmarks does not include the
source documents. Although this works well for evaluating instruction following abilities, lack
of context about the source documents can be limiting for knowledge discovery tasks. The ad-
ditional context could be useful to help augment underspecified questions, as well as to ground
the model comparisons to content from the source documents. A related idea was explored by
(Malaviya et al., 2025) for under-specified queries. They augment each question with a set of
sub-question and answer pairs to improve the quality of model judgments. Instead, we utilize the
underlying source documents that provide a direct signal to the judge. Since the total length of
the source could be long, we explored two text compression-based methods to curate our context.

Context summary: We generate a short text summary of the source documents and use this
as a context. This summary generation is agnostic to the question and is intended to provide the
judge with an overview of the source documents. Note that for retrieval-based benchmarks such
as SciArena, source documents are already filtered from a large document index. We consider
this as an explicit context.

Augmented question: To closely resemble the standard pairwise evaluation task, we also
explore including the context information directly in the user question. To achieve this, we
rewrite the original user question to augment the information from the context summary gener-
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ated above. Compared to the above method, this setup uses higher compression on the source
documents. We consider this an an implicit context.

We use Qwen3 235B-A22B for both context summarization and question rewriting. See
Table 7.10 in the Appendix for the system prompts.

7.2.3 LM judges

LM judges vary significantly in their use of question, model responses, and scoring methods.
(Liu et al., 2025b) presents a taxonomy of reward models on two axes, the generation paradigm,
and scoring patterns. In generation paradigms, reward models can be scalar, semi-scalar, or
generative. For scoring the model responses, reward models can score individual responses
(pointwise) or pairs of responses (pairwise). In this work, we use reward models as LM judges
to score responses.

Generation paradigm: For a given query and responses, scalar models directly generate
a score for the responses. Generative models generate a critique that could be used to select
winning responses. Semi-scalar models generate both a critique and a score.

Scoring patterns: Pointwise methods provide a score separately for each response, while
pairwise methods provide a relative score comparing the two responses.

In our experiments, we evaluated the effectiveness of our proposed context-augmented eval-
uation task in scalar/generative and pointwise/pairwise settings (subsection 7.3.4).

7.3 Experimental Setup

Given a set of model battles, our goal is to compare the standard and contextual arenas. Standard
Arena uses the default pairwise evaluation task (question, responseA, responseB — winner),
while Contextual Arena uses a context-augmented task (question|context, responseA, responseB
— winner). First, we follow the standard procedures in the Arena-style benchmarks to estimate
model ratings based on the results of pairwise model battles. We use the Bradley-Terry model
(Bradley and Terry, 1952) to estimate model ratings and compute 95% confidence intervals using
bootstrapping.' Finally, we use the model ratings to perform a meta-evaluation of the two arenas.

7.3.1 Metrics

For our meta-evaluation, we adopt Arena-Hard metrics (Li et al., 2024a). Given the LM judge
model ratings (Standard, Contextual) and the human judge rating ratings, we calculate the model
separability (with confidence), agreement with the human ratings (with confidence), and rank
correlation between the LM and human ratings.

Separability: the percentage of model pairs with non-overlapping confidence intervals. The
higher the separability of the model, the more useful the benchmark to distinguish close models.

"We use the Search Arena codebase to compute BT ratings and confidence intervals via boostrapping, https:
//github.com/lmarena/search-arena.
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Domain # Battles # Models Model Separability

SciArena-Eval Scientific literature 2000 23 37.5
SQUALITY-pref Books 2500 10 91.1

Table 7.1: An overview of our preference datasets. We report the model separability score with
reference preference labels.

Agreement: the agreement between two leaderboards (LM judge vs. human judge) to con-
fidently distinguish two test models with the same ordering. If the two leaderboards can con-
fidently separate two test models, they get a score of +1 (same preference) and -1 (opposite
preference). If the LM judge cannot separate the two test models with confidence, they get a
score of 0. The average score across all unique model pairs (separable by a human judge) is
taken as the final score.

Pair rank Brier score: evaluates the ranking of pairs of competing models where higher
confidence is rewarded for correct ranking and penalizing confidence for incorrect rankings.
Unlike Spearman correlation, this metric factors the confidence intervals in the two leaderboards.

Following Li et al. (2024a), we use a combination of these metrics to get a holistic view of
the pairwise evaluation tasks, Standard Arena and Contextual Arena.

7.3.2 Preference Dataset: SciArena-Eval

We used SciArena-Eval, an arena-style benchmark of 2000 battles between model responses
collected using the SciArena platform (Zhao et al., 2025). Each battle has a winning response
chosen by an expert human judge. The dataset spans 23 test models that include a mix of open-
weight (Qwen, DeepSeek, Llama) and proprietary LMs (Gemini, Claude, GPT). Examples in-
clude model responses to scientific queries from four disciplines: natural sciences, healthcare,
humanities & social sciences, and engineering. Each discipline contains 500 examples, with an
equal distribution of votes between models A and B in the battles.

For a user-provided question, the authors used the ScholarQA engine to select up to 30 snip-
pets of relevant publicly accessible scientific papers. These paper snippets could come from the
abstract or the main text of a scientific paper. These snippets are passed to the test models to
generate the final responses. For our augmented evaluation task, we use the set of paper snippets
as the source documents.?

Other relevant datasets include Search Arena (Miroyan et al., 2025), BrowseComp (Wei et al.,
2025). In this work, we focus on SciArena-Eval due to ease of availablity of the source docu-
ments used for model response generation.

7.3.3 Synthetic Preference Dataset: SQUALITY-pref

In addition to SciArena, we also compile a synthetic preference dataset using SQUALITY (Wang
etal., 2022). SQUALITY is a long-document summarization dataset with question-focused sum-

2https ://huggingface.co/datasets/yale-nlp/SciArena-with-paperbank
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Model Rating CILower CIUpper Num Battles Ranking Response length

GPT5 1429.3 1367.6 1491.6 400 1 359 £+ 58
GPT5 Mini 1302.8 1251.5 1350.7 355 2 340.6 + 31.8
Llama4 Maverick 1209.7 1173.5 1251 521 3 300.6 £+ 16.2
Qwen3 235B-A22B  1159.5 1127.3 1193.4 772 3 2942 + 154
Kimi K2 1111.1 1072.4 1139.2 702 4 2405 +41.2
DeepSeek V3.1 1081.6 1048.3 1124.6 416 5 292.5 + 17
Qwen3 30B-A3B 997.4 969.7 1028 426 7 300.1 + 14.6
GPT5 Nano 929.3 891.7 963.2 581 8 356.6 = 52.1
Qwen3 4B 837.2 791.8 880.8 586 9 304.1 +£13.8
Llama4 Scout 719.5 650.5 798.9 241 9 302.2 £ 16.5

Table 7.2: Reference model ratings after cold-start and active sampling stages of our synthetic
preference dataset (SQUALITY-pref). We also report the 95% confidence intervals.

maries of short stories from Project Gutenberg. Each input is annotated with multiple summaries
from skilled writers. To curate a synthetic preference dataset, we simulate model battles in the
SQUALITY dataset and pick a winner by prompting GPT-5-mini to compare system responses
against a human-written reference (see Table 7.11 in the Appendix for the system prompt). This
allows us to indirectly factor the source documents (aka context) into the decision process of
picking a winner in a model battle.

For our synthetic dataset, we chose ten models that include variants of Qwen3, Llama4,
GPTS, DeepSeek and Kimi-K2 (see Table 7.2). To create a diverse pool, we include open-
weight and proprietary models of varying sizes. We first generate summaries for all the three
splits of the SQUALITY dataset using these models. We then compile a subset of model battles
using an active sampling algorithm that maximizes model separability in Bradley-Terry ratings.
We briefly describe our sampling algorithm below.

Cold start: We uniformly sample a subset of examples from the dataset (N=400, without
replacement), and for each example, we uniformly sample a pair of models for a battle. We
estimate our initial BT ratings based on the results of these cold-start battles.

Active sampling: Given the current ratings, we estimate the relative ranking uncertainty
between two models using the absolute overlap of their confidence intervals. At each sampling
step, we select a model pair for battle according to a probability distribution proportional to
these uncertainty estimates. For the chosen pair, we then sample an example uniformly from the
SQUALITY dataset to simulate a battle. We repeat this step to collect 100 new battles, which we
add to our synthetic preference dataset. Finally, we update the model ratings by reestimating with
the expanded dataset. We repeat this procedure until we satisfy the following stop condition.

Stop condition: We stop the active sampling algorithm when we reach a pre-defined thresh-
old for model separability (90%).

Through this procedure, we compiled a total of 2500 synthetic preference pairs from the train,
validation, and test splits of the SQUALITY v1.3 dataset.
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7.3.4 LM judges

We use the taxonomy of the reward models from (Liu et al., 2025b) to guide our selection of
LM judges. We choose models that cover multiple reward generation paradigms (scalar and
generative) and scoring patterns (pointwise and pairwise) (see Table 7.3). As a pointwise scalar
judge, we pick Skywork-Llama-3.1, the best performing model in RewardBench v2 (as of Aug
28, 2025). For our pairwise generative models, we use DeepSeek V3.1 and R1(-0528), GPT-5-
nano and GPT-5-mini.

LM-as-a-judge Reward generation Scoring pattern Source
Skywork Llama-3.1 Scalar Pointwise Open-weight
DeepSeek V3.1 Generative Pairwise API
DeepSeek R1 Generative Pairwise API
GPT-5-nano Generative Pairwise API
GPT-5-mini Generative Pairwise API

Table 7.3: Our selection of LM judges. We follow the taxonomy from (Liu et al., 2025b) to
categorize the reward generation and scoring patterns.

7.4 Results

On the SciArena-Eval and SQuALITY-pref benchmarks, we compare the Standard Arena setup
(Q) with Contextual Arena, augmented with context summary (Q+C) and augmented question
(Q%). We report on the three metrics, separability, agreement, and the Brier score. Table 7.4 and
Table 7.5 present the results on SciArena-Eval and SQuALITY-pref, respectively.

LM-as-a-judge Separability T Agreement T Brier Score |

Q QC Q° Q Q€ Q° Q Q+C Q°
Skywork Llama-3.1 498 - 609 779 - 874 027 - 027
DeepSeek V3.1 522 553 69.2 853 89.5 905 0.19 020 0.21
DeepSeek R1 5777 56.1 68.8 92.6 884 874 0.18 022 0.22
GPT-5-nano 50.6 51.8 47.8 90.5 905 842 0.17 0.16 0.16
GPT-5-mini 494 605 557 937 895 926 0.17 023 0.21

Table 7.4: Results on SciArena-Eval dataset comparing the Standard Arena (Q) and our proposed
Contextual Arena (Q+C, Q°).

On the challenging SciArena-Eval benchmark with 23 test models, Contextual Arena shows
significant improvements in model separability. For reference, the separability with human judg-
ments is only 37.5 (Table 7.1). This illustrates the effectiveness of the Contextual Arena in
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LM-as-a-judge Separability T Agreement T Brier Score |
Q Q€ Q° Q Q+€ Q° Q Q+€ Q°

Skywork Llama-3.1 867 - 867 610 - 634 024 - 023
DeepSeek V3.1 77.8 822 889 61.0 683 56.1 022 0.17 0.25
DeepSeek R1 86.7 80.0 88.9 585 683 537 026 0.19 025
GPT-5-nano 86.7 844 77.8 415 36.6 512 032 031 0.22
GPT-5-mini 71.1 86.7 86.7 659 805 659 0.11 0.14 0.19

Table 7.5: Results on SQUALITY-pref dataset comparing the Standard Arena (Q) and our pro-
posed Contextual Arena (Q+C, Q°).

achieving better separability with fewer battles per model. On SQuALITY-pref, with fewer mod-
els and high reference separability (Table 7.1), Contextual Arena almost matches the reference
separability, while it gains substantial improvements in agreement compared to the Standard
Arena baseline.

On SciArena-Eval, we generally see improvements in separability with Contextual Arena
across all LM judges. With DeepSeek-V3.1 and Skywork, we also see improvements in agree-
ment. We find that Contextual Arena performs poorly on the Brier score. On SQuUALITY-pref,
we again see improvments in separability with the exceptions of DeepSeek-R1 and GPT-5-nano.
We see considerable improvements in agreement and Brier score with the Contextual Arena
(Q+C) setup.

For Skywork, a point-wise and scalar reward model, the additional context provided by Con-
textual Arena results in gains on both datasets. We see mixed results with generative and pairwise
reward models. In some cases, an explicit context (Q+C) helps, while in other cases an implicit
context (Q°) is more beneficial.

7.5 Analysis

In this section, we analyze the effectiveness of our Contextual Arena in various settings.

SciArena-Eval vs. SQuALITY-pref In addition to the differences described in Table 7.1,
these two datasets also differ in the source documents used for context compression. In SciArena,
we use the documents retrieved by the ScholarQA engine, whereas we use the full-story text for
SQuUALITY-pref. Therefore, the context generated from SciArena tends to be more directly
related to the user question and leads to better gains.

Pointwise vs. Pairwise Pointwise LM judges score a model response based solely on the user’s
question. On the other hand, pairwise LM judges can contrast two model responses to pick a win-
ner. Since the original question only provides a limited signal, we found that augmenting context
with compressed source documents can lead to large gains (Skywork+QC in Table 7.8, Table 7.9).
We found significant gains in SciArena with separability and agreement. On SQuALITY-pref,
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we match the baseline separability while providing small gains in the agreement. The differences
in performance gains across the two datasets could be attributed to our previous comparison of
the source documents in the two datasets.

Effect of context on model judgment We perform a qualitative analysis of the reasoning
trace of generative LM judges to understand the impact of the provided context. We inspect
SciArena examples with GPT-5-mini and DeepSeek-V3.1 judges and observe how the judges
use the explicit context (see Table 7.6). The reasoning traces highlight the alignment between
the winning response and the provided context, often superceding other limitations. In Table 7.7,
we also report the impact of the implicit context. We find that the implicit context could lead to
an erroneous judgment.

Context for saliency vs. faithfulness Faithfulness evaluation methods compare the response
generated by the model with the source documents. Although our compressed context (subsec-
tion 7.2.2) could be a useful signal for the evaluation of faithfulness, it is not sufficient to verify
all the facts in the response to the model. We refer the reader to previous work on faithfulness
evaluation (Kim et al., 2024b).

7.6 Conclusion & Future Work

In this work, we propose a modification to contextualize pairwise evaluations in standard Arena-
style benchmarks. We present two methods to augment compressed information from the source
documents for the pairwise evaluation task. On SciArena-Eval benchmark, we show that our
method improves model separability but suffers from lower agreement with human judgments.
Some future work directions include evaluating the impact of context when collecting human
judgments and training reward models for knowledge discovery tasks that include context infor-
mation in the training examples.

7.7 Appendix

7.7.1 Computing ratings and metrics

We used the Bradley-Terry model to estimate model ratings. For this, we use the implementation

of Search Arena (Miroyan et al., 2025). For our metrics, we use the implementation of Arena-
Hard (Li et al., 2024a).*

7.7.2 Additional Metrics

Although we are primarily interested in the overall effectiveness of Standard Arena and Con-
textual Arena benchmarks, we also report the accuracy of LM judge predictions for individual

3https://github.com/lmarena/search-arena
4https://github.com/lmarena/arena—hard—auto
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pairs of responses. In Table 7.8 and Table 7.9, we report the accuracy scores in SciArena and
SQuALITY-pref, respectively.

7.7.3 Compression

In Table 7.10, we provide the prompts used for context summarization and question rewrite tasks.

7.7.4 Synthetic preference dataset

Table 7.11 provides our system prompt to collect labels for the synthetic preference dataset (sub-
section 7.3.3). We only include the first human-written reference summary. Future work could
look at augmenting more than one reference in the system prompt.

7.7.5 LM judges

Table 7.12 provides the prompts used with our LM-as-a-judge setup on SciArena-Eval. For the
SQuUALITY-pref, we make a slight modification at the start of the prompt to: ‘Your task is to
evaluate the quality of two Al-generated responses to a user’s question. Assess both responses
for relevance, accuracy and clarity....’
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Example 1: explicit context helps

— Original judgment

Both outputs are relevant and clear.

- Output A provides more detail on the physical-digital consumption trade-off (a nuanced
point), but its citations are highly repetitive and potentially misleading.

- Output B is slightly more concise, includes an additional source (Liu et al.), and covers a
broader range of challenges (e.g., commodification). However, it also has citation issues.
The citation practices in both outputs are flawed, but Output B is marginally better due to
the inclusion of Liu et al. (2024a) and slightly more balanced coverage of benefits and
challenges.

### Final Answer: \boxed{B}

— Augmented judgment

Output A is superior because it is more focused on consumption, accurately synthesizes the
context (especially the physical-digital dynamic), and uses citations more appropriately to
support specific claims.

\boxed{A}

Example 2: explicit context helps

— Original judgment

While Output B has broader coverage, the citation inaccuracies make it less trustworthy.
Output A, though narrower, is more precise and correctly attributed. Therefore, **Output A
is the better response**.

\boxed{A}

— Augmented judgment

Output B is **more comprehensive** (covers S2L and complementarity, which are im-
portant in the context) and thus better addresses the breadth of the question. However, its
citation formatting is flawed. But since the content is accurate and the user question asks

for "various strategies," Output B’s broader coverage wins.
\boxed{B}

Table 7.6: Qualitative analysis of LM judge’s reasoning trace. In both these examples, the ex-
plicit context provided to the LM judge was critical for the judgment task.
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Example 1: a failure case for using implicit context

— Question
How has the trade-off between language model performance and computational efficiency
evolved in recent research?

— Original judgment

Output A is superior due to its clearer structure, more credible citations (no anachronistic
2025 references), tighter focus on the core trade-off, and better synthesis of recent research
trends. Output B, while detailed, suffers from questionable citations and less coherent orga-
nization.

\boxed{A}

— Augmented Question

How has the balance between language model performance, computational efficiency, and
adversarial robustness evolved with recent advancements in efficient architectures and eval-
uation frameworks?

— Augmented judgment

Output B is superior because it directly addresses all three components of the user’s ques-
tion (performance, computational efficiency, and adversarial robustness), whereas Output A
ignores adversarial robustness entirely. Output B also provides more quantitative details and
a broader perspective on the trade-offs, including privacy and component-level efficiency.
\boxed{B}

Table 7.7: Qualitative analysis of LM judge’s reasoning trace when provided with implicit con-
text.

LM-as-a-judge Accuracy 1

Q Q+C Q°
Skywork Llama-3.1 59.0 -  58.8
DeepSeek V3.1 62.0 625 595
DeepSeek R1 60.4 60.2 59.2
GPT-5-nano 56.7 55.6 55.6
GPT-5-mini 59.4 61.0 595

Table 7.8: Results on SciArena-Eval dataset comparing the Standard Arena (Q) and our proposed
Contextual Arena (Q+C, Q°).
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LM-as-a-judge Accuracy 1

Q Q+C Q°
Skywork Llama-3.1 584 - 544
DeepSeek V3.1 494 552 503
DeepSeek R1 584 49.0 575
GPT-5-nano 53.5 548 545
GPT-5-mini 752 70.5 69.7

Table 7.9: Results on SQUALITY-pref dataset comparing the Standard Arena (Q) and our pro-
posed Contextual Arena (Q+C, Q°).

Context compression prompt

{document}
Write a summary for the above document.
Generate a {num words} word response.

Question rewrite prompt

{context summary }

Question: {question}

Using the content from the text above, rewrite the question to make it more contextual. Only
output the question, no additional text.

Table 7.10: Prompts to Qwen3-235B-A22B model for context compression and question rewrite
tasks (subsection 7.2.2).

Your task is to evaluate the quality of two Al-generated responses to a user’s question. You
are also provided with a reference response written by an expert. Assess both responses for
relevance, accuracy and clarity. Then, select the response, Output A or Output B, that best
address the user’s question.

User Question: {question}

Reference Output: {reference}

Output A: {response A}

Output B: {response B}

Which is best, Output A or Output B? Please reason step by step, and put your final answer
(A or B) within \boxed{}.

Table 7.11: Prompt for GPT judge to curate synthetic preference dataset. In contrast to our eval-
uation prompts to LM judges in Table 7.12, we provide an expert-written reference summary to
the GPT judge. We use the responses from this reference-augmented GPT judge as our reference
labels for our SQUALITY-pref dataset (subsection 7.3.3).
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Arena-1 (Q): LM judge prompt

You are an expert in scientific literature synthesis. Your task is to evaluate the quality of
two Al-generated citation-attributed responses to a user’s question. Assess both responses
for relevance, accuracy, clarity, and appropriate use of citations. Then, select the response,
Output A or Output B, that best address the user’s question.

User Question: {question}

Output A: {response A}

Output B: {response B}

Which is best, Output A or Output B? Please reason step by step, and put your final answer
(A or B) within \boxed{}.

Arena-2 (Q+C): LM judge prompt with augmented context summary

You are an expert in scientific literature synthesis. Your task is to evaluate the quality of
two Al-generated citation-attributed responses to a user’s question. You are also provided
with a summary of the context that was available to the Al systems. Assess both responses
for relevance, accuracy, clarity, and appropriate use of citations. Then, select the response,
Output A or Output B, that best address the user’s question.

User Question: {question}

Context: {context}

Output A: {response A}

Output B: {response B}

Which is best, Output A or Output B? Please reason step by step, and put your final answer
(A or B) within \boxed{}.

Arena-2 (Q€): LM judge prompt with context-augmented question

You are an expert in scientific literature synthesis. Your task is to evaluate the quality of
two Al-generated citation-attributed responses to a user’s question. Assess both responses
for relevance, accuracy, clarity, and appropriate use of citations. Then, select the response,
Output A or Output B, that best address the user’s question.

User Question: {augmented question }

Output A: {response A}

Output B: {response B}

Which is best, Output A or Output B? Please reason step by step, and put your final answer
(A or B) within \boxed{}.

Table 7.12: Prompts used with LM judges for the SciArena-Eval dataset.

136



Chapter 8

Conclusion & Future Work

In this thesis, we studied multiple subproblems relating to event modeling in multi-document
settings. In the early chapters, we defined the identity relationship between event mentions and
explored methods to capture such event-event relations across documents. We presented coref-
erence resolution and grounding as tools to jointly model within-document and cross-document
relations. In the latter chapters, we utilized recent advancements in language modeling to tackle
complex multi-document tasks that require search and synthesis over long inputs. Specifically,
we look at query-focused text summarization tasks. We presented a novel benchmark that re-
quires generating background summaries for complex news events. For such complex multi-
document summarization tasks, we contrasted the effectiveness of input compression and long-
context LMs. Our results highlighted the need for hybrid approaches, and we further proposed
a hybrid RAG method that combines the strengths of retrieval with long-context windows sup-
ported by recent LMs. Finally, we present methods to improve preference-based evaluation
of long text summarization systems. We evaluated the effectiveness of including context from
source documents in Arena-style evaluations.

The works presented in this thesis highlight some key findings. First, there is consider-
able variance in the nature of multi-document tasks. Some important dimensions include the
length of the input, the spread of the information, the specificity of the question, and the do-
main. Model performance varies widely across these dimensions. Second, we find evidence
that input compression remains useful in the current model settings. Models vary considerably
in their long-context capabilities, and verifying their performance on both standard benchmarks
and specific downstream tasks is important. Input compression could also serve as a useful
tool to improve input comprehension in evaluation tasks. Third, we need better content selec-
tion evaluation methods for knowledge-intensive tasks. Some options here include QA-based or
context-augmented preference-based evaluations.

There are many directions for future work that can build on the work presented in this thesis.
Here, we highlight some open questions: 1) building efficient multi-agent systems that combine
search, reasoning, long context, and compression for tasks with varying levels of complexity;
2) memory-augmented systems that are customizable to individual users; 3) reliable evaluation
methods (human or automated) for complex search and synthesis tasks to use at various stages
of model development.

With recent improvements in long-context and agentic capabilities of LMs, a single system
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(with multiple underlying LMs) can be deployed for complex search and synthesis tasks. This
provides new opportunities to tackle event understanding in a large-scale multi-document setting.
Top proprietary LMs such as GPT, Gemini, and Claude support such capabilities through their
Research tools. Given a user question, these systems first retrieve relevant information from
the Web before summarizing the findings into a long-form response. Typically, these systems
go through multiple iterations of retrieval and reasoning before generating the final response.
However, these systems have some limitations. First, multi-agent systems like Claude Research
consist of a combination of a lead agent (Opus) and multiple subagents (Sonnet), and utilize
15 times more tokens compared to a chat-based system.! Future work could improve token
efficiency by selectively choosing between long-context and compression (chapter 5, chapter 6).
Second, evaluating multi-agent systems for search and synthesis tasks remains a challenging
problem. Current evaluation methods such as BrowseComp (Wei et al., 2025) consist of complex
queries with easy-to-verify responses. For hard-to-verify responses, expert-curated checklists
are an alternative. To curate checklists, we need tools that help experts digest long inputs in
a timely manner. Our work in chapter 7 that uses input compression is a useful step in this
direction. Overall, long-context LMs equipped with text compression tools could provide a
scalable solution for deploying LMs for complex multi-document understanding tasks.

Another important direction would be to customize document understanding systems for
individual users. For example, a background summary of a news event (chapter 4) should ideally
factor in information already known to the user. This requires the system to keep track of each
user’s knowledge about the event through their previous interactions with the system. Memory-
augmented LMs are a step forward in this direction that allows a LM to look into its memory of
past interactions and user-specified preferences and combine it with the new information from
the source documents. A unique challenge here will be to perform multi-document reasoning
over a heterogeneous set of documents. For example, an LM deployed in an enterprise setting
with access to user data could merge information from previous chats, calendar, emails, and
any additional documents stored by the user. For memory-augmented systems, we will need a
combination of text compression and long-context reasoning from LMs (chapter 6). Deciding
the ratio of past and new information mix into a single context window of an LM could have a
considerable impact on downstream system performance.

A third future work direction will be to develop reliable evaluation methods for use in dif-
ferent stages of model development. Automated, fast, and verifiable evaluations are key during
model development. During model deployment, comprehensive evaluations that accurately es-
timate real-world performance are critical. For multi-document summarization, we explored
LM-based evaluation through novel QA-style metrics (chapter 4) and Arena-style evaluations
with LM-as-a-judge (chapter 7). Although both methodologies are valuable during model devel-
opment, future work could focus on comprehensive human-in-the-loop methods for use in model
deployment. As we highlighted earlier, a key challenge with such evaluations would be the length
of source documents used during model generation. To help humans assimilate long inputs, we
could provide search tools that use input compression to present the necessary information to the
human judge in an accessible manner (chapter 7). Another interesting challenge here would be
aligning the evaluation objectives used in the development and deployment stages. With LMs be-

1https ://www.anthropic.com/engineering/multi-agent-research-system
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coming ubiquitous in real-world user interfaces, especially in technical and potentially sensitive
domains, reliable evaluations are critical to tracking system performance. Therefore, this future
work direction is the most important among the three directions highlighted in this chapter.
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